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#### Abstract

We analyse the hard edge limit of the Muttalib-Borodin ensembles with general potential, and show that the limiting correlation kernel found in the ensemble with linear potential is universal. We also prove the Plancherel-Rotach type asymptotics of the biorthogonal polynomials associated to the Muttalib-Borodin ensembles around zero, where the limits are given by Wright's generalized Bessel functions. To accomplish these results, we implement the Deift-Zhou steepest-descent method on the vector Riemann-Hilbert problems for the biorthogonal polynomials, and develop a new method to construct the hard edge local parametrix at zero. The results in this paper are valid for all real parameter $\theta>0$ in the Muttalib-Borodin ensembles, and this paper generalizes [55] that considers only the integer $\theta$ case.


## 1 Introduction

### 1.1 The model and the goal

In this paper we are concerned with the particle system that has $n$ particles $x_{1}<\cdots<x_{n}$ distributed on $[0, \infty)$, with the probability density function

$$
\begin{equation*}
\frac{1}{\mathcal{Z}_{n}} \prod_{i<j}\left(x_{i}-x_{j}\right)\left(x_{i}^{\theta}-x_{j}^{\theta}\right) \prod_{j=1}^{n} x_{j}^{\alpha} e^{-n V\left(x_{j}\right)} \tag{1.1}
\end{equation*}
$$

where $\theta>0$ and $\alpha>-1$ are fixed parameters, $V$ is a potential function over the positive real axis and $\mathcal{Z}_{n}$ is the normalization constant. For the well-definedness of the particle system, we assume

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{V(x)}{\log x}=+\infty . \tag{1.2}
\end{equation*}
$$

This particle system was first introduced by Muttalib as a toy model in the studies of quasi-1 dimensional disordered conductors [45], and was analysed by Borodin when the weight function is the classical Laguerre weight $V(x)=x$ [12]. Hence, it is named the Muttalib-Borodin ensemble.

The Muttalib-Borodin ensemble has applications in physics [6], [43], 50], and has relations to the product of random matrices [2], 3], 41]. In mathematical literature, it has been studied in various aspects, for example, in [1], 9], 10, [19, [31, [32, [33], 34], 36], [40] and [58. In our paper, we view the Muttalib-Borodin ensemble as an archetype of biorthogonal ensembles,

[^0]and prove its local universality at the hard edge 0 via the Plancherel-Rotach type asymptotics of the biorthogonal polynomials associated to it.

In the special case that $\theta=1$, the Muttalib-Borodin ensemble becomes the classical Laguerretype unitary invariant ensemble [5], [30], [53], which features the hard-edge universality at 0 as follows: For a large class of potential function $V$, the limiting distribution of the left-most particles converge, upon a $V$-dependent scaling factor, to a limiting distribution that is independent of $V$, and the limiting distribution is a determinantal point process defined by the Bessel kernel. This universality stems from the Plancherel-Rotach type limit around $x=0$ of the orthogonal polynomials associated to the weight function $x^{\alpha} e^{-n V(x)}$. For any parameter $\theta>0$, the Muttalib-Borodin ensemble is a determinantal point process [12], and for general $\theta$, the correlation kernel is expressed by the biorthogonal polynomials with respect to $x^{\alpha} e^{-n V(x)}$, which generalizes the orthogonal polynomials for $\theta=1$. Hence, the method for $\theta=1$ may also work for the general $\theta>0$ case, and we expect the local limiting distribution of the left-most particles to be derived by the Plancherel-Rotach type limit around $x=0$ of the biorthogonal polynomials. This approach has witnessed partial success:

- If $V(x)=x$, then the biorthogonal polynomials have explicit formulas, from which their Plancherel-Rotach type limits can be computed. Borodin [12] solved this case, and see also [33] and [58].
- If $V(x)$ is in a general class of functions that satisfies the one-cut regular condition (see Section 1.3 below), and $\theta$ is either an integer [55] or the reciprocal of an integer [37, 44], then the limiting distribution of the left-most particles around 0 is proved the be the same as the $V(x)=x$ case. Hence, the universality is verified for such special $\theta$.

In this paper, we find the Plancherel-Rotach asymptotics of Muttalib-Borodin biorthogonal polynomials for any $V$ that satisfies the one-cut regular condition, and any $\theta>0$, and prove that the universality holds for the left-most particles in the Muttalib-Borodin ensemble.

### 1.2 Basic definitions of biorthogonal polynomials and determinantal point processes

The Muttalib-Borodin ensemble is an example of biorthogonal ensembles [12], [26], which are a subclass of determinantal point processes [48, 52]. This means that there exits a correlation kernel $K_{n}(x, y)$ such that the density function (1.1) can be rewritten in the following determinantal form:

$$
\begin{equation*}
\frac{1}{n!} \operatorname{det}\left(K_{n}\left(x_{i}, x_{j}\right)\right)_{i, j=1}^{n} \tag{1.3}
\end{equation*}
$$

and $K_{n}(x, y)$ encodes all the information of this ensemble. To find the limiting distribution of the left-most particles around 0 , we only need to compute the limit of $K_{n}(x, y)$ as $n \rightarrow \infty$ and $x, y \rightarrow 0$ at an appropriate speed. (See 13 for general properties of determinantal point processes.)

The biorthogonal polynomials are two sequences of monic polynomials $\left\{p_{j}(x)=p_{n, j}^{(V)}(x)\right\}_{j=0}^{\infty}$ and $\left\{q_{k}(x)=q_{n, k}^{(V)}(x)\right\}_{k=0}^{\infty}$ that satisfy the biorthogonal conditions

$$
\begin{equation*}
\int_{0}^{\infty} p_{j}(x) q_{k}\left(x^{\theta}\right) x^{\alpha} e^{-n V(x)} d x=\kappa_{j} \delta_{j, k} \tag{1.4}
\end{equation*}
$$

where $\kappa_{j}=\kappa_{n, j}^{(V)}>0$. The functions $p_{n}(z)$ and $q_{n}\left(z^{\theta}\right)$ can be interpreted as the averages over the Muttalib-Borodin ensemble ([55, Equation (1.14)]). Although we do not need the probability
interpretation of $p_{n}(z)$ and $q_{n}\left(z^{\theta}\right)$, we note that it directly implies the existence and uniqueness of $\left\{p_{j}(x)=p_{n, j}^{(V)}(x)\right\}_{j=0}^{\infty}$ and $\left\{q_{k}(x)=q_{n, k}^{(V)}(x)\right\}_{k=0}^{\infty}$.

With the biorthogonal polynomials given in (1.4), it is known that the correlation kernel in (1.3) can be written as [12, Equation (2.11)]

$$
\begin{equation*}
K_{n}(x, y)=x^{\alpha} e^{-n V(x)} \sum_{j=0}^{n-1} k_{n, j}^{(V)}(x, y), \quad \text { where } \quad k_{n, j}^{(V)}(x, y)=\frac{p_{j}(x) q_{j}\left(y^{\theta}\right)}{\kappa_{j}}=\frac{p_{n, j}^{(V)}(x) q_{n, j}^{(V)}\left(y^{\theta}\right)}{\kappa_{n, j}^{(V)}} . \tag{1.5}
\end{equation*}
$$

Here $p_{j}=p_{n, j}^{(V)}, q_{j}=q_{n, j}^{(V)}$ and $\kappa_{j}=\kappa_{n, j}^{(V)}$ depend on $n$ and the potential function $V$.

### 1.3 The one-cut regular condition

Throughout this paper, we assume that $V(x)$ is real analytic on $[0, \infty)$. Since $V$ satisfies (1.2), the limiting empirical measure of the particles in (1.1) exists as $n \rightarrow \infty$, and it is the unique probability measure over $[0,+\infty)$ that minimizes the energy functional

$$
\begin{equation*}
I^{(V)}(\nu):=\frac{1}{2} \iint \log \frac{1}{|x-y|} d \nu(x) d \nu(y)+\frac{1}{2} \iint \log \frac{1}{\left|x^{\theta}-y^{\theta}\right|} d \nu(x) d \nu(y)+\int V(x) d \nu(x) ; \tag{1.6}
\end{equation*}
$$

see [27, Theorem 2.1 and Corollary 2.2] and [15, Theorem 1.2 and Corollary 1.4]. Moreover, the equilibrium measure $\mu=\mu^{(V)}$ is characterized by the following Euler-Lagrange conditions:

$$
\begin{array}{ll}
\int \log |x-y| d \mu(y)+\int \log \left|x^{\theta}-y^{\theta}\right| d \mu(y)-V(x)=\ell, & x \in \operatorname{supp}(\mu), \\
\int \log |x-y| d \mu(y)+\int \log \left|x^{\theta}-y^{\theta}\right| d \mu(y)-V(x) \leq \ell, & x \in[0,+\infty), \tag{1.8}
\end{array}
$$

where $\ell$ is some real constant.
Following [37, 44, we require the potential $V$ to be one-cut regular, in the sense that

- the equilibrium measure $\mu$ is supported on one interval $[0, b]$ with a continuous density function $\psi=\psi^{(V)}$ for some $b=b^{(V)}>0$, that is,

$$
\begin{equation*}
d \mu(x)=\psi(x) d x, \quad x \in(0, b) ; \tag{1.9}
\end{equation*}
$$

- $\psi(x)>0$ on $(0, b)$, and there exist two positive numbers $d_{1}=d_{1}^{(V)}$ and $d_{1}=d_{1}^{(V)}$ such that

$$
\psi(x)= \begin{cases}d_{1} x^{-\frac{1}{\theta+1}}(1+o(1)), & x \rightarrow 0_{+},  \tag{1.10}\\ d_{2}(b-x)^{\frac{1}{2}}(1+o(1)), & x \rightarrow b_{-} ;\end{cases}
$$

- the inequality (1.8) holds strictly for $x \in(b,+\infty)$.

An explicit expression of $\psi$ is given in [21]; see also [55], Section 2.1]. Given a potential $V$, it is not easy to check if it is one-cut regular. A concrete sufficient condition that implies the one-cut regularity is, by [37] and [44]

$$
\begin{equation*}
V^{\prime \prime}(x) x+V^{\prime}(x)>0, \quad x>0 . \tag{1.11}
\end{equation*}
$$
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### 1.4 Statement of main results

To state the main theorems in our paper, we denote, with $d_{1}$ is defined in 1.10 ,

$$
\begin{equation*}
m_{\theta}=\min \left(1+\frac{1}{\theta}, 2\right), \quad c=c^{(V)}=b \theta(1+\theta)^{-1-\theta^{-1}}, \quad \rho=\rho^{(V)}=\theta^{-1} d_{1} \pi / \sin \left(\frac{\pi}{1+\theta}\right) \tag{1.12}
\end{equation*}
$$

Theorem 1.1. Suppose $V$ is real analytic on $[0, \infty)$ and satisfies the one-cut regular condition. As $n \rightarrow \infty$,

$$
\begin{align*}
p_{n}\left(\frac{z}{(\rho n)^{1+\theta^{-1}}}\right) & =(-1)^{n} C_{n}\left(J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}(\theta z)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)\right)  \tag{1.13}\\
q_{n}\left(\frac{z^{\theta}}{(\rho n)^{\theta+1}}\right) & =(-1)^{n} \widetilde{C}_{n}\left(J_{\alpha+1, \theta}\left((\theta z)^{\theta}\right)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)\right) \tag{1.14}
\end{align*}
$$

where

$$
\begin{equation*}
C_{n}=\sqrt{2 \pi} c^{\frac{2(\alpha+1)-\theta}{2(\theta+1)}}(\rho n)^{\frac{\alpha+1}{\theta}-\frac{1}{2}} e^{n \Re g(0)}, \quad \widetilde{C}_{n}=\sqrt{2 \pi} c^{\frac{\alpha+1 / 2}{1+\theta^{-1}}}(\theta \rho n)^{\alpha+1 / 2} e^{n \Re \widetilde{g}(0)} \tag{1.15}
\end{equation*}
$$

and $J_{a_{1}, a_{2}}(x)$ is Wright's generalized Bessel function (also called Bessel-Maitland function) ${ }^{\dagger}$

$$
\begin{equation*}
J_{a_{1}, a_{2}}(x)=\sum_{j=0}^{\infty} \frac{(-x)^{j}}{j!\Gamma\left(a_{1}+j a_{2}\right)} \tag{1.16}
\end{equation*}
$$

Lemma 1.2. With $V$ under the same condition as in Theorem 1.1, we have

$$
\begin{equation*}
\kappa_{n}=2 \pi \theta^{-1 / 2} c^{\alpha+1} e^{n \ell}\left(1+\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)\right. \tag{1.17}
\end{equation*}
$$

From the Plancherel-Rotach type asymptotics of $p_{n}$ and $q_{n}$ in Theorem 1.1, the limit of $\kappa_{n}$ in (1.17), and the summation formula (1.5), we derive the following limit formula of the correlation kernel for the Muttalib-Borodin ensemble:

Theorem 1.3. For real analytic $V$ that satisfies the conditions (1.2) and (1.11), we have, for $\theta \in \mathbb{N}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \theta^{-1}(\rho n)^{-\left(1+\frac{1}{\theta}\right)} K_{n}\left(\frac{x}{\theta(\rho n)^{1+1 / \theta}}, \frac{y}{\theta(\rho n)^{1+1 / \theta}}\right)=\theta \int_{0}^{1} J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}(x u) J_{\alpha+1, \theta}\left((y u)^{\theta}\right) u^{\alpha} d u \tag{1.18}
\end{equation*}
$$

uniformly for $x, y$ in compact subsets of $(0, \infty)$, where $\rho$ is given in 1.12 .
The limit kernel on the right-hand side of $(1.18)$ is the same as [12, Equation (3.6)]. It also has a double contour integral expression, see [33, Corollary 5.2] and [58, Theorem 1.1].

In this paper we only consider the local statistics of the Muttalib-Borodin ensemble at the hard edge 0 . We expect that $p_{n}(x)$ and $q_{n}\left(x^{\theta}\right)$ have a sinusoidal limiting behaviour on $(0, b)$ and have the limit behaviour expressed by the Airy function at $b$. From these limiting results, we expect the local statistics to be given by the Airy kernel at the soft edge $b$ and by the Sine kernel in the bulk $(0, b)$. We do not prove these claims, but refer the interested reader to [22] and [54] that prove limiting results for biorthogonal polynomials for different biorthogonal ensembles, and [23] that carries out the proof of the Airy and Sine universality results for a the biorthogonal ensemble considered in [22].
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### 1.5 Related results

Specializations of the limiting kernel $K^{(\alpha, \theta)}$ When $\theta=1$, the limiting kernel $K^{(\alpha, 1)}$ becomes the classical Bessel kernel [29], [51, [53].

When $\theta=p / q$ is a rational number, then the limit functions $J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}$ and $J_{\alpha+1, \theta}$ are Meijer G functions [35, Equation (13)], [59, Equation (A.4)]

$$
\begin{gather*}
J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}(z)=(2 \pi)^{\frac{q-p}{2}} p^{\frac{1}{2}} q^{-\frac{(\alpha+1) q}{p}+\frac{1}{2}} G_{0, p+q}^{p, 0}\left(0, \frac{1}{p}, \ldots, \frac{p-1}{p}, \frac{1}{q}-\frac{\alpha+1}{p}, \ldots, 1-\frac{\alpha+1}{p} \left\lvert\, \frac{z^{p}}{p^{p} q^{q}}\right.\right),  \tag{1.19}\\
J_{\alpha+1, \theta}(z)=(2 \pi)^{\frac{p-q}{2}} p^{-\alpha-\frac{1}{2}} q^{\frac{1}{2}} G_{0, p+q}^{q, 0}\left(\begin{array}{c}
- \\
\left.0, \frac{1}{q}, \ldots, \frac{q-1}{q}, \frac{1}{p}-\frac{\alpha+1}{p}, \ldots, 1-\frac{\alpha+1}{p} \left\lvert\, \frac{z^{q}}{p^{p} q^{q}}\right.\right)
\end{array} .\right. \tag{1.20}
\end{gather*}
$$

When $\theta$ or $1 / \theta$ is a positive integer, $K^{(\alpha, \theta)}$ reduces to the Meijer G-kernel appearing in various random matrix models, like the products of random matrices and Cauchy two-matrix models (cf. [4], 8], [7, [4], [47) as observed in [40].

Various results related to Muttalib-Borodin ensemble The corresponding gap probabilities for the limiting distribution defined by $K^{(\alpha, \theta)}$ are investigated in [17], [18], [20], [59] and the local limits of $K_{n}$ away from the origin for the classical weights are given in 33] and [58]. The limiting mean distribution of the particles in Muttalib-Borodin ensemble is formulated as the minimizer of a (vector) equilibrium problem in [21, 39], and the large deviation results can be found in [11], [15], [24], [27]; see also [16], [31, 42], [57] for other investigations and extensions of the Muttalib-Borodin ensemble.

### 1.6 Novelty of the paper

Currently, some other particle systems whose joint probability density functions are in the form

$$
\begin{equation*}
\prod_{1 \leq i<j \leq n}\left(x_{i}-x_{j}\right)\left(f\left(x_{i}\right)-f\left(x_{j}\right)\right) \prod_{1 \leq i \leq n} w\left(x_{i}\right) \tag{1.21}
\end{equation*}
$$

have been solved, in the sense that the Plancherel-Rotach type asymptotics of the biorthogonal polynomials and the limiting local correlation kernel are computed [22], [54, [23]. These results do not overshadow the study of Muttalib-Borodin ensemble, because they only yield local universal limits that also occur in models only involving orthogonal polynomials, like the Airy kernel at the soft edge, Bessel kernel at the hard edge, and the sine kernel in the bulk. The hard edge limiting correlation kernel $K^{(\alpha, \theta)}$ of the Muttalib-Borodin ensemble, to the contrary, has not been observed in models involving orthogonal polynomials. In this sense, the MuttalibBorodin ensemble is an archetype of biorthogonal ensembles that shows limiting features not seen in orthogonal polynomial ensembles (i.e. ensembles defined by (1.21) with $f(x)=x)$.

To tackle the new limiting correlation kernel, new techniques need to be developed. It has been known that the $2 \times 2$ matrix-valued Riemann-Hilbert ( RH ) problem is a powerful method to study the asymptotics of orthogonal polynomials, and also the limiting correlation kernels associated to them [25]. Larger size matrix-valued Riemann-Hilbert problems have been introduced to solve problems involving variations of orthogonal polynomials, like multiple orthogonal polynomials (see [38 and references therein). For the Muttalib-Borodin ensemble, in the special case $\theta=1 / m, m \in \mathbb{Z}_{+}$, the $(m+1) \times(m+1)$ matrix-valued Riemann-Hilbert problem was successfully applied in [37], and it was suggested a similar approach may be applied for rational $\theta=p / q$, and the size of the matrix-valued Riemann-Hilbert problem, together with
the technical difficulty, would increase as $p, q$ become larger. It seems to be hopeless to apply this method for irrational $\theta$.

Claeys and Romano [21] found a pair of $1 \times 2$ vector-valued Riemann-Hilbert problem for the biorthogonal polynomials associated to the Muttalib-Borodin ensemble. Based on them, in 555, a new approach was introduced to find the Plancherel-Rotach asymptotics of the biorthogonal polynomials. The advantage of this approach is that the framework does not depend on the value of $\theta$, and it in principle works for all real positive $\theta$. Practically, all the arguments in 55], except for the construction of the local parametrices at 0 , are applicable for all real positive $\theta$. In [55] the local parametrices at 0 were constructed for $\theta=m, m \in \mathbb{Z}_{+}$, and they were in the form of $(m+1) \times(m+1)$ matrices. Thus, [55] localizes the Riemann-Hilbert analysis of the biorthogonal polynomials to a local parametrix construction problem, and it calls for new ideas to construct the local parametrices at 0 for general $\theta$.

Although the matrix-valued local parametrix construction seems not to be generalizable to irrational $\theta$, if the matrix parametrices are regarded as operators, then they are finite rank operators, and it is natural to seek infinite rank operators to be the local parametrices at 0 for general $\theta$, which degenerates to finite rank when $\theta$ is rational. Regarding the local parametrix as an operator is a new idea in Riemann-Hilbert problems, to the author's limited knowledge. Implementing this new idea to obtain a nontrivial universality result is the main novelty of this paper. We expect this approach to find applications in other biorthogonal ensembles and hope that it helps in other Riemann-Hilbert problems.

### 1.7 Organization of this paper

In Section 2 we set up notation and review results in [55]. In Section 3 we introduce the operators to be used in the construction of the local parametrices at 0 . In Sections 4 and 5 we perform the transforms of the Riemann-Hilbert problems. In Section 6 we prove the results in Section 1.4 .
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## 2 Preliminary definitions

Throughout this paper, $\mathbb{N}=\{0,1,2, \ldots\}$. The following notations are frequently used. We denote the upper/lower half complex plane $\mathbb{C}_{ \pm}:=\{z \in \mathbb{C} \mid \pm \Im z>0\}$, open disk $D\left(z_{0}, \delta\right):=$ $\left\{z \in \mathbb{C}:\left|z-z_{0}\right|<\delta\right\}$ and punctured open disk $D^{*}\left(z_{0}, \delta\right):=D\left(z_{0}, \delta\right) \backslash\left\{z_{0}\right\}$. By an abuse of notation, we sometimes understand $D(0, \delta)$ as the subset $\{0\} \cup\left\{r e^{i t}: 0<r<\delta\right.$ and $\left.-\theta<t<\theta\right\}$ of $\mathbb{H}_{\theta}$ defined below, and $D^{*}(0, \delta)$ in the same way. Like [55, Equation (1.12)], we denote

$$
\begin{equation*}
\mathbb{H}_{\theta}:=\left\{z \in \mathbb{C} \mid z=0 \text { or }-\frac{\pi}{\theta}<\arg z<\frac{\pi}{\theta}\right\}, \tag{2.1}
\end{equation*}
$$

and when $\theta<1$ we understand $\mathbb{H}_{\theta}$ as a sheet of Riemann surface without overlapping, rather than a subset of $\mathbb{C}$, and understand $\mathbb{H}_{\theta} \cap \mathbb{C}$ as $\{z \in \mathbb{C} \mid z=0$ or $-\pi<\arg z<\pi\}$. We denote the function space

$$
\begin{equation*}
H(R)=\{\text { analytic functions on } D(0, R)\} . \tag{2.2}
\end{equation*}
$$

As in [55, Equation (2.1)], we define the analytic function

$$
\begin{equation*}
J_{c}(s)=c(s+1)\left(\frac{s+1}{s}\right)^{1 / \theta}, \quad s \in \mathbb{C} \backslash[-1,0] \tag{2.3}
\end{equation*}
$$

where $c$ is defined in 1.12 , the branch of the $1 / \theta$ power function is chosen such that $J_{c}(s) \sim c s$ as $s \rightarrow \infty$. It has two critical points -1 and $s_{b}=1 / \theta$, which are mapped respectively to 0 and $b$, respectively.

Note that $J_{c}(s)$ is real for $s \in(-\infty,-1] \cup\left[s_{b},+\infty\right)$, and there is a unique curve $\gamma_{1} \subseteq \mathbb{C}_{+}$ that connects -1 and $s_{b}$, such that $J_{c}\left(\gamma_{1}\right)=(0, b)$ and the mapping is bijective (see [21, Proof of Lemma 4.1]). Then $\gamma_{2}:=\overline{\gamma_{1}} \subseteq \mathbb{C}_{-}$, a curve going from -1 to $s_{b}$, are mapped to the interval $[0, b]$. Let $\gamma:=\left(-\gamma_{1}\right) \cup \gamma_{2}$ and denote by $D$ the region bounded by $\gamma$. We have from [21, Lemma 4.1] that $J_{c}$ maps $\mathbb{C} \backslash \bar{D}$ bijectively to $\mathbb{C} \backslash[0, b]$, and maps $D \backslash[-1,0]$ bijectively to $\mathbb{H}_{\theta} \backslash[0, b]$, where $\mathbb{H}_{\theta}$ is defined in 2.1 . Let $I_{1}$ and $I_{2}$ be the inverses of two branches of the mapping $J_{c}$ satisfying

$$
\begin{array}{ll}
I_{1}\left(J_{c}(s)\right)=s, & s \in \mathbb{C} \backslash \bar{D} \\
I_{2}\left(J_{c}(s)\right)=s, & s \in D \backslash[-1,0] \tag{2.5}
\end{array}
$$

### 2.1 Special functions used in construction of local parametrices

For $a \in \mathbb{R}$ and $z \in \mathbb{C} \backslash(-\infty, 0)$, let

$$
\begin{align*}
& I_{\theta, a}^{(1)}(z)=\frac{1}{2 \pi i} \int_{L} \frac{\Gamma\left(\frac{1}{2}-a-\frac{\theta}{\theta+1} v\right)}{\Gamma\left(1-a+\frac{1}{\theta+1} v\right)}\left[\left(\frac{\theta}{\theta+1}\right)^{\frac{\theta}{\theta+1}}\left(\frac{1}{\theta+1}\right)^{\frac{1}{\theta+1}} z\right]^{v} d v  \tag{2.6}\\
& I_{\theta, a}^{(2)}(z)=\frac{1}{2 \pi i} \int_{L} \Gamma\left(\frac{1}{2}-a-\frac{\theta}{\theta+1} v\right) \Gamma\left(a-\frac{1}{\theta+1} v\right)\left[\left(\frac{\theta}{\theta+1}\right)^{\frac{\theta}{\theta+1}}\left(\frac{1}{\theta+1}\right)^{\frac{1}{\theta+1}} z\right]^{v} d v  \tag{2.7}\\
& I_{\theta, a}^{(3)}(z)=\frac{1}{2 \pi i} \int_{L} \frac{\Gamma\left(a-\frac{1}{\theta+1} v\right)}{\Gamma\left(\frac{1}{2}+a+\frac{\theta}{\theta+1} v\right)}\left[\left(\frac{\theta}{\theta+1}\right)^{\frac{\theta}{\theta+1}}\left(\frac{1}{\theta+1}\right)^{\frac{1}{\theta+1}} z\right]^{v} d v=I_{\frac{1}{\theta}, \frac{1}{2}-a}^{(1)}(z) \tag{2.8}
\end{align*}
$$

where the contour $L$ is of Mellin-Barnes type, beginning and ending at $+\infty$, and encircling all poles exactly once in the negative direction. They are special cases of the Fox H-functions (see [49, Chapter 1, Section $1.5,(15)]$ ), such that (with $\left.u=\left(\frac{\theta}{\theta+1}\right)^{\frac{\theta}{\theta+1}}\left(\frac{1}{\theta+1}\right)^{\frac{1}{\theta+1}} z\right)$

$$
\begin{align*}
& I_{\theta, a}^{(1)}(z)=H_{0,2}^{1,0}\left[u \left\lvert\, \begin{array}{c}
- \\
\left(\frac{1}{2}-a, \frac{\theta}{\theta+1}\right),\left(a, \frac{1}{\theta+1}\right)
\end{array}\right.\right],  \tag{2.9}\\
& I_{\theta, a}^{(2)}(z)=H_{0,2}^{2,0}\left[u \left\lvert\, \begin{array}{c}
- \\
\left(\frac{1}{2}-a, \frac{\theta}{\theta+1}\right),\left(a, \frac{1}{\theta+1}\right)
\end{array}\right.\right],  \tag{2.10}\\
& I_{\theta, a}^{(3)}(z)=H_{0,2}^{1,0}\left[u \left\lvert\, \begin{array}{c}
- \\
\left(a, \frac{1}{\theta+1}\right),\left(\frac{1}{2}-a, \frac{\theta}{\theta+1}\right)
\end{array}\right.\right] . \tag{2.11}
\end{align*}
$$

$I_{\theta, a}^{(1)}$ and $I_{\theta, a}^{(3)}$ can also be expressed by Wright's generalized Bessel function

$$
\begin{align*}
& I_{\theta, a}^{(1)}(z)=\left(1+\theta^{-1}\right) u^{\left(1+\theta^{-1}\right)\left(\frac{1}{2}-a\right)} J_{\frac{1}{\frac{2}{2}-a} \theta+1-a, \frac{1}{\theta}}\left(u^{1+\theta^{-1}}\right),  \tag{2.12}\\
& I_{\theta, a}^{(3)}(z)=(1+\theta) u^{(\theta+1) a} J_{\theta a+\frac{1}{2}+a, \theta}\left(u^{\theta+1}\right) . \tag{2.13}
\end{align*}
$$

As $z \rightarrow \infty$, we have the following limit results. Let $\epsilon>0$ be a fixed small constant, then

$$
\begin{align*}
\frac{\theta^{a}}{\sqrt{2 \pi(\theta+1)}} I_{\theta, a}^{(2)}(z) & =e^{-z}\left(1+\mathcal{O}\left(z^{-1}\right)\right),  \tag{2.14}\\
\frac{\sqrt{2 \pi} \theta^{a}}{\sqrt{\theta+1}} I_{\theta, a}^{(1)}(z) & = \begin{cases}e^{\frac{1}{2}-a \pi i} e^{-z e^{\frac{\pi i}{\theta+1}}}\left(1+\mathcal{O}\left(z^{-1}\right),\right. & \arg z \in\left(\epsilon, \frac{\pi}{1+\theta^{-1}}\right), \\
e^{-\frac{1}{2}-a \pi i} e^{-z e^{-\frac{\pi i t 1}{\theta+1}}}\left(1+\mathcal{O}\left(z^{-1}\right),\right. & \arg z \in\left(-\frac{\pi}{1+\theta^{-1}},-\epsilon\right) .\end{cases}  \tag{2.15}\\
\frac{\sqrt{2 \pi} \theta^{a}}{\sqrt{\theta+1}} I_{\theta, a}^{(3)}(z) & = \begin{cases}e^{a \pi i} e^{-z e} \frac{\pi i}{1+\theta^{-1}}\left(1+\mathcal{O}\left(z^{-1}\right),\right. & \arg z \in\left(\epsilon, \frac{\pi}{\theta+1}\right), \\
e^{-a \pi i} e^{-z e^{-\frac{\pi i}{1+\theta^{-1}}}\left(1+\mathcal{O}\left(z^{-1}\right),\right.} \quad \arg z \in\left(-\frac{\pi}{\theta+1},-\epsilon\right) .\end{cases} \tag{2.16}
\end{align*}
$$

Here the asymptotics of $I_{\theta, a}^{(1)}(z)$ and $I_{\theta, a}^{(3)}(z)$ are from [56, Theorem 2], the asymptotics of $I_{\theta, a}^{(2)}(z)$ with $\arg z \in(-\pi / 2+\epsilon, \pi / 2-\epsilon)$ are from [14, Equation (7.7)], the asymptotics of $I_{\theta, a}^{(2)}(z)$ with $\arg z \in\left(-\pi / 2-\epsilon,-\pi / 2+\epsilon\right.$ ] are from [14, Theorem 8], the asymptotics of $I_{\theta, a}^{(2)}(z)$ with $\arg z \in[-\pi,-\pi / 2-\epsilon]$ are from [14, Theorem 5], and the remaining part is from $I_{\theta, a}^{(2)}(\bar{z})=\overline{I_{\theta, a}^{(2)}(z)}$.

By writing $I_{\theta, a}^{(1)}(z), I_{\theta, a}^{(2)}(z), I_{\theta, a}^{(3)}(z)$ into power function series (see [14, Theorem 1]), we obtain the estimate as $z \rightarrow 0$

$$
I_{\theta, a}^{(1)}(z)=\mathcal{O}\left(z^{\left(1+\theta^{-1}\right)\left(\frac{1}{2}-a\right)}\right), \quad I_{\theta, a}^{(3)}(z)=\mathcal{O}\left(z^{(1+\theta) a}\right), \quad I_{\theta, a}^{(2)}(z)= \begin{cases}\mathcal{O}\left(z^{\left(1+\theta^{-1}\right)\left(\frac{1}{2}-a\right)}\right), & a>\frac{1}{2(\theta+1)},  \tag{2.17}\\ \mathcal{O}\left(z^{1 / 2} \log z\right), & a=\frac{1}{2(\theta+1)}, \\ \mathcal{O}\left(z^{(1+\theta) a}\right), & a<\frac{1}{2(\theta+1)},\end{cases}
$$

and also the relation

$$
\begin{array}{r}
e^{-(a-1 / 2) \pi i} I_{\theta, a}^{(2)}\left(z e^{\frac{\pi i}{\theta+1}}\right)+e^{(a-1 / 2) \pi i} I_{\theta, a}^{(2)}\left(z e^{-\frac{\pi i}{\theta+1}}\right)=2 \pi I_{\theta, a}^{(1)}(z), \\
e^{a \pi i} I_{\theta, a}^{(2)}\left(z e^{\frac{\pi i}{1+\theta^{-1}}}\right)+e^{-a \pi i} I_{\theta, a}^{(2)}\left(z e^{-\frac{\pi i}{1+\theta^{-1}}}\right)=2 \pi I_{\theta, a}^{(3)}(z) . \tag{2.19}
\end{array}
$$

### 2.2 Properties of the $g$-functions recalled from [55]

From the equilibrium measure $d \mu(x)=\psi(x) d x$, we define the $g$-functions (cf. [21, Equations (4.4)-(4.5)]) as

$$
\begin{array}{ll}
g(z):=\int_{0}^{b} \log (z-y) \psi(y) d y, & z \in \mathbb{C} \backslash(-\infty, b] \\
\widetilde{g}(z):=\int_{0}^{b} \log \left(z^{\theta}-y^{\theta}\right) \psi(y) d y, & z \in \mathbb{H}_{\theta} \backslash[0, b] \tag{2.21}
\end{array}
$$

and also define [55, Equation (3.5)]

$$
\begin{equation*}
\phi(z):=g(z)+\widetilde{g}(z)-V(z)-\ell, \quad z \in\left(\mathbb{C} \cap \mathbb{H}_{\theta}\right) \backslash(-\infty, b] \tag{2.22}
\end{equation*}
$$

Proposition 2.1. [55, Proposition 2.1] The g-functions defined in (2.20) and (2.21) have the following properties.
(a) $g(z)$ and $\widetilde{g}(z)$ are analytic in $\mathbb{C} \backslash(-\infty, b]$ and $\mathbb{H}_{\theta} \backslash[0, b]$, respectively. Furthermore, as $z \rightarrow \infty$, we have

$$
\begin{align*}
& g(z)=\log z+\mathcal{O}\left(z^{-1}\right), z \in \mathbb{C},  \tag{2.23}\\
& \widetilde{g}(z)=\theta \log z+\mathcal{O}\left(z^{-\theta}\right),  \tag{2.24}\\
& z \in \mathbb{H}_{\theta} .
\end{align*}
$$

(b) The $g$-functions satisfy the following boundary conditions:

$$
\begin{align*}
\widetilde{g}\left(e^{-\frac{\pi i}{\theta}} x\right) & =\widetilde{g}\left(e^{\frac{\pi i}{\theta}} x\right)-2 \pi i, & & x>0,  \tag{2.25}\\
g_{+}(x) & =g_{-}(x)+2 \pi i, & & x<0 . \tag{2.26}
\end{align*}
$$

(c) For $x \in(0, b)$, we have

$$
\begin{equation*}
\psi(x)=-\frac{1}{2 \pi i}\left(g_{+}^{\prime}(x)-g_{-}^{\prime}(x)\right)=-\frac{1}{2 \pi i}\left(\widetilde{g}_{+}^{\prime}(x)-\widetilde{g}_{-}^{\prime}(x)\right) . \tag{2.27}
\end{equation*}
$$

(d) With the constant $\ell$ depending on $V$ (see [55, Equations (1.6) and (1.7)], we have

$$
\begin{align*}
g_{ \pm}(x)+\widetilde{g}_{\mp}(x)-V(x)-\ell=0, & x \in(0, b]  \tag{2.28}\\
\phi(x)=g(x)+\widetilde{g}(x)-V(x)-\ell<0, & x>b . \tag{2.29}
\end{align*}
$$

(e) If $\theta>1$, we have, as $z \rightarrow 0$,

$$
\begin{align*}
& g(z)-g_{+}(0)= \begin{cases}g^{\mathrm{pre}}(z)+\mathcal{O}(z), & \arg z \in(0, \pi), \\
g^{\mathrm{pre}}(z)-2 \pi i+\mathcal{O}(z), & \arg z \in(-\pi, 0),\end{cases}  \tag{2.30}\\
& \widetilde{g}(z)-\widetilde{g}_{+}(0)= \begin{cases}\widetilde{g}^{\mathrm{pre}}(z)+\mathcal{O}\left(z^{\frac{2 \theta}{1+\theta}}\right), & \arg z \in(0, \pi / \theta), \\
\widetilde{g}^{\mathrm{pre}}(z)-2 \pi i+\mathcal{O}\left(z^{\frac{2 \theta}{1+\theta}}\right), & \arg z \in(-\pi / \theta, 0),\end{cases} \tag{2.31}
\end{align*}
$$

where $g_{+}(0)=\lim _{z \rightarrow 0,0<\arg z<\pi} g(z), \widetilde{g}_{+}(0)=\lim _{z \rightarrow 0,0<\arg z<\pi / \theta} \widetilde{g}(z)$, and, with $d_{1}$ given in (1.10,

$$
\begin{align*}
& g^{\mathrm{pre}}(z)= \begin{cases}\left.\frac{(1+\theta) d_{1} \pi}{\theta} \frac{\frac{2+\theta}{1+\theta} \pi i}{\sin \left(\frac{\pi}{1+\theta}\right)}\right)^{\frac{\theta}{1+\theta}}, & \arg z \in(0, \pi), \\
\frac{(1+\theta) d_{1} \pi}{\theta} \frac{e^{\frac{1}{1+\theta} \pi i}}{\sin \left(\frac{\pi}{1+\theta}\right.} z^{\frac{\theta}{1+\theta}}, & \arg z \in(-\pi, 0),\end{cases}  \tag{2.32}\\
& \widetilde{g}^{\operatorname{pre}}(z)= \begin{cases}\frac{(1+\theta) d_{1} \pi}{\theta} \frac{\frac{1}{1+2+\theta} \pi i}{\sin \left(\frac{\pi}{1+\theta}\right)} z^{\frac{\theta}{1+\theta}}, & \arg z \in\left(0, \frac{\pi}{\theta}\right), \\
\left.\frac{(1+\theta) d_{1} \pi}{\theta} \frac{e^{\frac{3+2 \theta}{1+\theta} \pi i}}{\sin \left(\frac{\pi}{1+\theta}\right.}\right) & \frac{\theta}{1+\theta}, \\
\arg z \in\left(-\frac{\pi}{\theta}, 0\right) .\end{cases} \tag{2.33}
\end{align*}
$$

From the properties of $g$ and $\widetilde{g}$, we have

$$
\begin{equation*}
\Re \phi_{+}(x)=\Re \phi_{-}(x)=0, \quad-\Im \phi_{+}^{\prime}(x)=\Im \phi_{-}^{\prime}(x)=2 \pi \psi(x)>0, \quad \text { for all } x \in(0, b) . \tag{2.34}
\end{equation*}
$$

Let $r^{(b)}$ be a small positive constant, and define [55, Equation (3.35)]

$$
\begin{equation*}
f_{b}(z):=\left(-\frac{3}{4} \phi(z)\right)^{\frac{2}{3}} \tag{2.35}
\end{equation*}
$$

for $z \in D\left(b, r^{(b)}\right)$. Here $f_{b}(z)$ is a conformal mapping satisfying $f_{b}(b)=0$ and $f_{b}^{\prime}(b)>0$.

### 2.3 RH characterization of the biorthogonal polynomials and auxiliary functions

The proofs of our results rely on $1 \times 2$ vector-valued RH problems characterizing the biorthogonal polynomials $p_{j}$ and $q_{k}$ in (1.4), as shown in [21, Section 3] and [55, Section 2.2]. Let

$$
\begin{equation*}
Y(z)=\left(p_{n}(z), C p_{n}(z)\right), \tag{2.36}
\end{equation*}
$$

where for any polynomial $p$,

$$
\begin{equation*}
C p(z)=\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{p(x)}{x^{\theta}-z^{\theta}} w(x) d x=\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{p(x)}{x^{\theta}-z^{\theta}} x^{\alpha} e^{-n V(x)} d x \tag{2.37}
\end{equation*}
$$

is the modified Cauchy transform of the polynomial $p$. We will consider $C p_{n}(z)$ as a function defined in $\mathbb{H}_{\theta} \backslash[0,+\infty)$. By [21, Theorem 1.4], $Y$ is the unique solution of the following RH problem (see also the proof of Proposition 4.3).

RH problem 2.2. [55, RH problem 2.2]
(1) $Y=\left(Y_{1}, Y_{2}\right)$ is analytic in $\left(\mathbb{C}, \mathbb{H}_{\theta} \backslash[0,+\infty)\right)$.
(2) $Y$ has continuous boundary values $Y_{ \pm}$when approaching $(0,+\infty)$ from above $(+)$ and below (-), and satisfies

$$
Y_{+}(x)=Y_{-}(x)\left(\begin{array}{cc}
1 & \frac{1}{\theta x^{\theta-1}} x^{\alpha} e^{-n V(x)}  \tag{2.38}\\
0 & 1
\end{array}\right), \quad x>0
$$

(3) As $z \rightarrow \infty$ in $\mathbb{C}, Y_{1}$ behaves as $Y_{1}(z)=z^{n}+\mathcal{O}\left(z^{n-1}\right)$.
(4) As $z \rightarrow \infty$ in $\mathbb{H}_{\theta}$, $Y_{2}$ behaves as $Y_{2}(z)=\mathcal{O}\left(z^{-(n+1) \theta}\right)$.
(5) As $z \rightarrow 0$ in $\mathbb{C}$, we have

$$
\begin{equation*}
Y_{1}(z)=\mathcal{O}(1) \tag{2.39}
\end{equation*}
$$

(6) As $z \rightarrow 0$ in $\mathbb{H}_{\theta}$, we have

$$
Y_{2}(z)= \begin{cases}\mathcal{O}(1), & \alpha+1-\theta>0  \tag{2.40}\\ \mathcal{O}(\log z), & \alpha+1-\theta=0 \\ \mathcal{O}\left(z^{\alpha+1-\theta}\right), & \alpha+1-\theta<0\end{cases}
$$

(7) $Y_{2}(z)$ has continuous boundary values $Y_{2}\left(e^{\frac{\pi i}{\theta}} x\right)$ and $Y_{2}\left(e^{-\frac{\pi i}{\theta}} x\right)$ for $x>0$, and it satisfies the boundary condition $Y_{2}\left(e^{\frac{\pi i}{\theta}} x\right)=Y_{2}\left(e^{-\frac{\pi i}{\theta}} x\right)$.

The polynomials $q_{j}$ are also characterized by a similar RH problem. By setting

$$
\begin{equation*}
\widetilde{C} q_{n}(z):=\frac{1}{2 \pi i} \int_{0}^{+\infty} \frac{q_{n}\left(x^{\theta}\right)}{x-z} w(x) d x=\frac{1}{2 \pi i} \int_{0}^{+\infty} \frac{q_{n}\left(x^{\theta}\right)}{x-z} x^{\alpha} e^{-n V(x)} d x, \quad z \in \mathbb{C} \backslash[0,+\infty) \tag{2.41}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\widetilde{Y}(z)=\left(q_{n}\left(z^{\theta}\right), \widetilde{C} q_{n}(z)\right) \tag{2.42}
\end{equation*}
$$

is the unique solution of the following RH problem; see [21, Theorem 1.4].
RH problem 2.3. [55, RH problem 2.3]
(1) $\widetilde{Y}=\left(\widetilde{Y}_{1}, \widetilde{Y}_{2}\right)$ is analytic in $\left(\mathbb{H}_{\theta}, \mathbb{C} \backslash[0,+\infty)\right)$.
(2) $\widetilde{Y}$ has continuous boundary values $\widetilde{Y}_{ \pm}$when approaching $(0,+\infty)$ from above $(+)$ and below (-), and satisfies

$$
\tilde{Y}_{+}(x)=\tilde{Y}_{-}(x)\left(\begin{array}{cc}
1 & x^{\alpha} e^{-n V(x)}  \tag{2.43}\\
0 & 1
\end{array}\right), \quad x>0
$$

(3) As $z \rightarrow \infty$ in $\mathbb{H}_{\theta}, \widetilde{Y}_{1}$ behaves as $\widetilde{Y}_{1}(z)=z^{n \theta}+\mathcal{O}\left(z^{(n-1) \theta}\right)$.
(4) As $z \rightarrow \infty$ in $\mathbb{C}, \widetilde{Y}_{2}$ behaves as $\widetilde{Y}_{2}(z)=\mathcal{O}\left(z^{-(n+1)}\right)$.
(5) As $z \rightarrow 0$ in $\mathbb{H}_{\theta}$, we have

$$
\begin{equation*}
\widetilde{Y}_{1}(z)=\mathcal{O}(1) . \tag{2.44}
\end{equation*}
$$

(6) As $z \rightarrow 0$ in $\mathbb{C}$, we have

$$
\tilde{Y}_{2}(z)= \begin{cases}\mathcal{O}(1), & \alpha>0  \tag{2.45}\\ \mathcal{O}(\log z), & \alpha=0, \\ \mathcal{O}\left(z^{\alpha}\right), & \alpha<0\end{cases}
$$

(7) $\widetilde{Y}_{1}(z)$ has continuous boundary values $\widetilde{Y}_{1}\left(e^{\frac{\pi i}{\theta}} x\right)$ and $\widetilde{Y}_{1}\left(e^{-\frac{\pi i}{\theta}} x\right)$ for $x>0$, and it satisfies the boundary condition $\widetilde{Y}_{1}\left(e^{\frac{\pi i}{\theta}} x\right)=\widetilde{Y}_{1}\left(e^{-\frac{\pi i}{\theta}} x\right)$.

We remark that with the constant $\kappa_{n}$ defined in (1.4), Item (4) of RH problem 2.2 and Item (4) of RH problem 2.3 can be refined to

$$
\begin{equation*}
Y_{2}(z)=\frac{\kappa_{n} z^{-(n+1) \theta}}{2 \pi i}\left(1+\mathcal{O}\left(z^{-\theta}\right)\right), \quad \widetilde{Y}_{2}(z)=\frac{\kappa_{n} z^{-(n+1)}}{2 \pi i}\left(1+\mathcal{O}\left(z^{-1}\right)\right), \quad \text { as } z \rightarrow \infty \text { in } \mathbb{H}_{\theta} \text { or } \mathbb{C} . \tag{2.46}
\end{equation*}
$$

The transforms of RH problems 2.2 and 2.3 require the global parametrices and Airy parametrix. The former is constructed in [55] and the latter is commonly used in RiemannHilbert literature. We present the results here for the reader's convenience.

Global parametrices With $I_{1}, I_{2}$ defined in (2.4) and (2.5), we define [55, Equations (3.19), (3.20), (4.15) and (4.16)]

$$
\begin{array}{lll}
P_{1}^{(\infty)}(z)=\mathcal{P}\left(I_{1}(z)\right), & \widetilde{P}_{2}^{(\infty)}(z)=\widetilde{\mathcal{P}}\left(I_{1}(z)\right), & z \in \mathbb{C} \backslash[0, b], \\
P_{2}^{(\infty)}(z)=\mathcal{P}\left(I_{2}(z)\right), & \widetilde{P}_{1}^{(\infty)}(z)=\widetilde{\mathcal{P}}\left(I_{2}(z)\right), & z \in \mathbb{H}_{\theta} \backslash[0, b], \tag{2.48}
\end{array}
$$

where $\mathcal{P}$ and $\widetilde{\mathcal{P}}$ a given by [55, Equations (3.18) and (4.14)]

$$
\mathcal{P}(s)=\left\{\begin{array}{ll}
\frac{s}{\sqrt{(s+1)\left(s-s_{b}\right)}}\left(\frac{s+1}{s}\right)^{\frac{\theta-\alpha-1}{\theta}}, & s \in \mathbb{C} \backslash \bar{D},  \tag{2.49}\\
\frac{c^{\alpha+1-\theta}(s+1)^{\alpha+1}-\theta}{\theta \sqrt{(s+1)\left(s-s_{b}\right)}}, & s \in D,
\end{array} \quad \widetilde{\mathcal{P}}(s)= \begin{cases}\frac{c^{\alpha} \sqrt{s_{b}} i}{\sqrt{(s+1)\left(s-s_{b}\right)}}\left(\frac{s+1}{s}\right)^{\frac{\alpha}{\theta}}, & s \in \mathbb{C} \backslash \bar{D}, \\
\frac{\sqrt{s_{b} i}\left(-s^{(s+1)\left(s-s_{b}\right)}\right.}{\sqrt{(s+1)^{-\alpha}},} & s \in D,\end{cases}\right.
$$

where $s_{b}=1 / \theta$, the branch cuts of $\sqrt{(s+1)\left(s-s_{b}\right)},\left(\frac{s+1}{s}\right)^{\frac{\theta-\alpha-1}{\theta}}$ and $(s+1)^{\alpha+1-\theta}$ for $\mathcal{P}$ are taken along $\gamma_{1},[-1,0]$ and $(-\infty,-1]$, respectively, and the branch cuts of $\sqrt{(s+1)\left(s-s_{b}\right)}$, $\left(\frac{s+1}{s}\right)^{\frac{\alpha}{\theta}}$ and $(s+1)^{-\alpha}$ for $\widetilde{\mathcal{P}}$ are taken along $\gamma_{2},[-1,0]$ and $(-\infty,-1]$, respectively.

We let

$$
\begin{equation*}
P^{(\infty)}=\left(P_{1}^{(\infty)}, P_{2}^{(\infty)}\right), \quad \widetilde{P}^{(\infty)}=\left(\widetilde{P}_{1}^{(\infty)}, \widetilde{P}_{2}^{(\infty)}\right) \tag{2.50}
\end{equation*}
$$

Then we have for $x \in(0, b)$ [55, Equations (3.14) and (4.10)],

$$
P_{+}^{(\infty)}(x)=P_{-}^{(\infty)}(x)\left(\begin{array}{cc}
0 & \frac{x^{\alpha+1-\theta}}{\theta}  \tag{2.51}\\
-\frac{\theta}{x^{\alpha+1-\theta}} & 0
\end{array}\right), \quad \widetilde{P}_{+}^{(\infty)}(x)=\widetilde{P}_{-}^{(\infty)}(x)\left(\begin{array}{cc}
0 & x^{\alpha} \\
-x^{-\alpha} & 0
\end{array}\right),
$$

and by [55, Proposition 3.6 and 4.6], we have as $z \rightarrow b$,

$$
\begin{equation*}
\left.\left.P_{i}^{(\infty)}(z)\right)=\mathcal{O}\left((z-b)^{-1 / 4}\right), \quad \widetilde{P}_{i}^{(\infty)}(z)\right)=\mathcal{O}\left((z-b)^{-1 / 4}\right), \quad i=1,2 \tag{2.52}
\end{equation*}
$$

and as $z \rightarrow 0$,

$$
\begin{array}{ll}
P_{1}^{(\infty)}(z)=P_{1}^{(\infty), \text { pre }}(z)\left(1+\mathcal{O}\left(z^{\frac{\theta}{1+\theta}}\right)\right), & P_{2}^{(\infty)}(z)=P_{2}^{(\infty), \text { pre }}(z)\left(1+\mathcal{O}\left(z^{\frac{\theta}{1+\theta}}\right)\right) \\
\widetilde{P}_{1}^{(\infty)}(z)=\widetilde{P}_{1}^{(\infty), \text { pre }}(z)\left(1+\mathcal{O}\left(z^{\frac{\theta}{1+\theta}}\right)\right), & \widetilde{P}_{2}^{(\infty)}(z)=\widetilde{P}_{2}^{(\infty), \text { pre }}(z)\left(1+\mathcal{O}\left(z^{\frac{\theta}{1+\theta}}\right)\right) \tag{2.54}
\end{array}
$$

where

$$
\begin{align*}
& P_{1}^{(\infty), \operatorname{pre}}(z)= \begin{cases}\sqrt{\frac{\theta}{1+\theta}} c^{\frac{2(\alpha+1)-\theta}{2(1+\theta)}} e^{\frac{2(\alpha+1)-\theta}{2(1+\theta)} \pi i} z^{\frac{\theta-2(\alpha+1)}{2(1+\theta)}}, \quad \arg z \in(0, \pi), \\
\sqrt{\frac{\theta}{1+\theta}} c^{\frac{2(\alpha+1)-\theta}{2(1+\theta)}} e^{\frac{\theta-2(\alpha+1)}{2(1+\theta)} \pi i} z^{\frac{\theta-2(\alpha+1)}{2(1+\theta)}}, \quad \arg z \in(-\pi, 0),\end{cases}  \tag{2.55}\\
& P_{2}^{(\infty), \operatorname{pre}}(z)= \begin{cases}\frac{c^{\frac{2(\alpha+1)-\theta}{2(1+\theta)}}}{\sqrt{\theta(1+\theta)}} e^{\frac{\theta-2(\alpha+1)}{2(1+\theta)} \pi i} z^{\frac{\left(\alpha+\frac{1}{2}-\theta\right) \theta}{1+\theta}}, \quad \arg z \in\left(0, \frac{\pi}{\theta}\right), \\
\frac{c^{\frac{2(\alpha+1)-\theta}{2(1+\theta)}}}{\sqrt{\theta(1+\theta)}} e^{\frac{2 \alpha-3 \theta}{2(1+\theta)} \pi i} z^{\frac{\left(\alpha+\frac{1}{2}-\theta\right) \theta}{1+\theta}}, \quad \arg z \in\left(-\frac{\pi}{\theta}, 0\right),\end{cases}  \tag{2.56}\\
& \widetilde{P}_{1}^{(\infty), \operatorname{pre}}(z)= \begin{cases}\frac{c^{\frac{(\alpha+1 / 2) \theta}{1+\theta}}}{\sqrt{1+\theta}} e^{\frac{\alpha+1 / 2}{1+\theta} \pi i} z^{-\frac{(\alpha+1 / 2) \theta}{1+\theta}}, & \arg z \in\left(0, \frac{\pi}{\theta}\right), \\
\frac{c^{\frac{(\alpha+1 / 2) \theta}{1+\theta}}}{\sqrt{1+\theta}} e^{-\frac{\alpha+1 / 2}{1+\theta} \pi i} z^{-\frac{(\alpha+1 / 2) \theta}{1+\theta}}, \quad \arg z \in\left(-\frac{\pi}{\theta}, 0\right),\end{cases}  \tag{2.57}\\
& \widetilde{P}_{2}^{(\infty), \operatorname{pre}}(z)= \begin{cases}\frac{c^{\frac{(\alpha+1 / 2) \theta}{1+\theta}}}{\sqrt{1+\theta}} e^{-\frac{\alpha+1 / 2}{1+\theta} \pi i} z^{\frac{2 \alpha-\theta}{2(1+\theta)}}, \quad \arg z \in(0, \pi), \\
-\frac{c^{\frac{(\alpha+1 / 2) \theta}{1+\theta}}}{\sqrt{1+\theta}} e^{\frac{\alpha+1 / 2}{1+\theta} \pi i} z^{\frac{2 \alpha-\theta}{2(1+\theta)}}, \quad \arg z \in(-\pi, 0),\end{cases} \tag{2.58}
\end{align*}
$$

Airy parametrix The Airy parametrix $\Psi^{(\mathrm{Ai})}$ is the following a $2 \times 2$ matrix-valued function

$$
\Psi^{(\mathrm{Ai})}(\zeta)=\left\{\begin{array}{ll}
\left(\begin{array}{ll}
y_{0}(\zeta) & -y_{2}(\zeta) \\
y_{0}^{\prime}(\zeta) & -y_{2}^{\prime}(\zeta)
\end{array}\right), & \arg \zeta \in\left(0, \frac{2 \pi}{3}\right),  \tag{2.59}\\
\left(\begin{array}{rr}
-y_{1}(\zeta) & -y_{2}(\zeta) \\
-y_{1}^{\prime}(\zeta) & -y_{2}^{\prime}(\zeta)
\end{array}\right), & \arg \zeta \in\left(\frac{2 \pi}{3}, \pi\right), \\
\text { with } \\
-y_{2}(\zeta) & y_{1}(\zeta) \\
-y_{2}^{\prime}(\zeta) & y_{1}^{\prime}(\zeta)
\end{array}\right), \quad \arg \zeta \in\left(-\pi,-\frac{2 \pi}{3}\right), \quad \begin{aligned}
& y_{1}(\zeta)=\sqrt{2 \pi} e^{-\frac{\pi i}{4}} \operatorname{Ai}(\zeta), \\
& \left(\begin{array}{ll}
y_{0}(\zeta) & y_{1}(\zeta) \\
y_{0}^{\prime}(\zeta) & y_{1}^{\prime}(\zeta)
\end{array}\right), \\
& y_{2}(\zeta)=\sqrt{2 \pi} e^{-\frac{\pi i}{4}} \omega \operatorname{Ai}(\omega \zeta), \\
& \text { arg } \zeta \in\left(-\frac{2 \pi}{3}, 0\right),
\end{aligned}
$$

where Ai is the usual Airy function (cf. [46, Chapter 9]) and $\omega=e^{2 \pi i / 3}$. See, for example, [55, Appendix B] for properties of $\Psi^{(\mathrm{Ai})}$.

## 3 Function spaces $V_{\alpha}(R)$ and $\tilde{V}_{\alpha}(R)$

### 3.1 Definition and series representation of $V_{\alpha}(R)$ and $\widetilde{V}_{\alpha}(R)$

Let $R$ be a positive constant or $+\infty$, and $\gamma$ be a small positive constant. We define the function spaces $V_{\alpha}(R)$ and $\widetilde{V}_{\alpha}(R)$ as follows.
Definition 3.1. $V_{\alpha}(R)$ consists of functions $f(z)$ on $z \in D^{*}(0, R) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$, such that

1. $f(z)$ is analytic in the sector $\arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)$ and the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ separately, and $f(z)$ is continuous up to the boundary on the two rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$.
2. Let the two rays be oriented from 0 to $\infty$. The boundary values of $f$ on the sides of the two rays satisfy

$$
f_{+}(z)-f_{-}(z)= \begin{cases}-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} f\left(z e^{-\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}  \tag{3.1}\\ e^{\frac{2 \alpha+3}{\theta+1} \pi i} f\left(z e^{\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\end{cases}
$$

3. As $z \rightarrow 0, f(z)$ has the limit behaviour depending on $\alpha$ and $\theta$ as follows:
(a) If $\alpha>\theta-1$, then

$$
f(z)= \begin{cases}\mathcal{O}\left(z^{-1 / 2+(\alpha+1) / \theta}\right), & \arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)  \tag{3.2}\\ \mathcal{O}\left(z^{\theta-\alpha-1 / 2}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

(b) If $\alpha=\theta-1$, then

$$
f(z)= \begin{cases}\mathcal{O}\left(z^{1 / 2}\right), & \arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)  \tag{3.3}\\ \mathcal{O}\left(z^{1 / 2} \log z\right), & \arg z \in\left(\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

(c) If $-1<\alpha<\theta-1$, then in both sectors

$$
\begin{equation*}
f(z)=\mathcal{O}\left(z^{-1 / 2+(\alpha+1) / \theta}\right) \tag{3.4}
\end{equation*}
$$

Definition 3.2. $\widetilde{V}_{\alpha}(R)$ consists of functions $\widetilde{f}(z)$ on $z \in D^{*}(0, R) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, such that

1. $\widetilde{f}(z)$ is analytic in the sector $\arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)$ and the sector $\arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right)$ separately, and $\widetilde{f}(z)$ is continuous up to the boundary on the two rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$.
2. Let the two rays be oriented from 0 to $\infty$. The boundary values of $\tilde{f}$ on the sides of the two rays satisfy

$$
\widetilde{f}_{+}(z)-\widetilde{f}_{-}(z)= \begin{cases}-e^{\frac{2 \alpha+1}{\theta+1} \pi i} \widetilde{f}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}  \tag{3.5}\\ e^{-\frac{2 \alpha+1}{\theta+1} \pi i} \widetilde{f}\left(z e^{\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\end{cases}
$$

3. As $z \rightarrow 0, \tilde{f}(z)$ has the limit behaviour depending on $\alpha$ and $\theta$ as follows:
(a) If $\alpha>0$, then

$$
\widetilde{f}(z)= \begin{cases}\mathcal{O}\left(z^{1 / 2-\alpha / \theta}\right), & \arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)  \tag{3.6}\\ \mathcal{O}\left(z^{\alpha+1 / 2}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

(b) If $\alpha=0$, then

$$
\widetilde{f}(z)= \begin{cases}\mathcal{O}\left(z^{1 / 2} \log z\right), & \arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)  \tag{3.7}\\ \mathcal{O}\left(z^{1 / 2}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

(c) If $-1<\alpha<0$, then in both sectors

$$
\begin{equation*}
\widetilde{f}(z)=\mathcal{O}\left(z^{\alpha+1 / 2}\right) \tag{3.8}
\end{equation*}
$$

Let $f(z) \in V_{\alpha}(R)$. We denote the branch of $f(z)$ in the sector $\arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)$ as $f^{(1)}(z)$, and the branch of $f(z)$ in the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ as $f^{(R)}(z)$. In the sector $\arg z \in\left(\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$, the function

$$
\begin{equation*}
f^{(R)}(z)-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} f^{(R)}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right) \tag{3.9}
\end{equation*}
$$

is analytic and continuous on the two boundary rays, and by (3.1) its boundary value along the - side of ray $\left\{\arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$ is equal to that of $f^{(1)}(z)$ on the + side of the ray. Similarly, in the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$, the function

$$
\begin{equation*}
f^{(R)}(z)-e^{\frac{2 \alpha+3}{\theta+1} \pi i} f^{(R)}\left(z e^{\frac{2 \pi}{\theta+1} i}\right) \tag{3.10}
\end{equation*}
$$

is analytic and continuous on the two boundary rays, and by (3.1) its boundary value along the + side of $\operatorname{ray}\left\{\arg z=\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$ is equal to that of $f^{(1)}(z)$ on the - side of the ray. Then we see that $f^{(1)}(s)$ can be analytically extended to the sector $\arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)$ by 3.9) and (3.10). It is clear that for $\arg z \in\left(\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right), f^{(1)}(z)$ satisfies

$$
\begin{equation*}
f^{(1)}(z)=-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} f^{(1)}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right) . \tag{3.11}
\end{equation*}
$$

Hence, we find that the function

$$
\begin{equation*}
(-z)^{\frac{1}{2}-\frac{\alpha+3 / 2}{\theta+1}} f^{(1)}\left((-z)^{\frac{\theta}{\theta+1}}\right), \quad \arg (-z) \in(-\pi, \pi), \tag{3.12}
\end{equation*}
$$

can be extended to a holomorphic function on $D^{*}\left(0, R^{1+\theta^{-1}}\right)$, and by (3.2), (3.3) and (3.4), as $z \rightarrow 0$ in the sector $\arg (-z) \in(-\pi+\gamma, \pi-\gamma)$

$$
\begin{equation*}
(-z)^{\frac{1}{2}-\frac{\alpha+3 / 2}{\theta+1}} f^{(1)}\left((-z)^{\frac{\theta}{\theta+1}}\right)=\mathcal{O}(1) \tag{3.13}
\end{equation*}
$$

and it has at most polynomial growth in $z^{-1}$ from any direction. We conclude that $f^{(1)}(z)$ has the power series representation

$$
\begin{equation*}
f^{(1)}(z)=(-z)^{-\frac{1}{2}+\frac{\alpha+1}{\theta}} \sum_{k=0}^{\infty} a_{k}(-z)^{\frac{\theta+1}{\theta} k}, \quad \limsup _{k \rightarrow \infty}\left|a_{k}\right|^{\frac{1}{k}} \leq R^{-\frac{\theta+1}{\theta}} . \tag{3.14}
\end{equation*}
$$

Next, with $a_{k}$ given in (3.14), we consider the function ( $\log z$ takes the principal branch)

$$
f^{(2)}(z)=f^{(R)}(z)-z^{-\frac{1}{2}+\frac{\alpha+1}{\theta}} \sum_{k=0}^{\infty}(-1)^{k} a_{k} z^{\frac{\theta+1}{\theta} k} \times \begin{cases}\frac{1}{2 \sin \pi\left(\frac{k+\alpha+1}{},\right.}, & \frac{k+\alpha+1}{\theta} \notin \mathbb{Z},  \tag{3.15}\\ \frac{\theta+1}{2 \pi}(-1)^{\frac{k+\alpha+1}{\theta}} \log z, & \frac{k+\alpha+1}{\theta} \in \mathbb{Z} .\end{cases}
$$

We see that $f^{(2)}(z)$ is analytic in the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ and continuous on the two boundary rays. $f^{(2)}(z)$ satisfies

$$
\begin{equation*}
f^{(2)}(z)=e^{-\frac{2 \alpha+3}{\theta+1} \pi i} f^{(2)}\left(z e^{-\frac{2 \pi}{1+\theta} i}\right), \quad \arg z \in\left(\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right), \tag{3.16}
\end{equation*}
$$

due to the expression (3.9) of $f^{(1)}(z)$ in this sector and the series formula (3.14) of $f^{(1)}(z)$. Hence, we find that the function

$$
\begin{equation*}
z^{\frac{\alpha+1 / 2-\theta}{\theta+1}} f^{(2)}\left(z^{\frac{1}{\theta+1}}\right), \quad \arg z \in(-\pi, \pi) \tag{3.17}
\end{equation*}
$$

can be extended to a holomorphic function on $D^{*}\left(0, R^{\theta+1}\right)$, and by (3.2), (3.3) and (3.4), as $z \rightarrow 0$

$$
z^{\frac{\alpha+1 / 2-\theta}{\theta+1}} f^{(2)}\left(z^{\frac{1}{\theta+1}}\right)= \begin{cases}\mathcal{O}(1), & \alpha>\theta-1  \tag{3.18}\\ \mathcal{O}(\log z), & \alpha=\theta-1 \\ \mathcal{O}\left(z^{\frac{\alpha+1}{\theta}-1}\right), & -1<\alpha<\theta-1\end{cases}
$$

and then this function is analytic at 0 . Like (3.14), we conclude that $f^{(2)}(z)$ has the power series representation

$$
\begin{equation*}
f^{(2)}(z)=z^{\theta-\alpha-\frac{1}{2}} \sum_{k=0}^{\infty} b_{k} z^{(\theta+1) k}, \quad \limsup _{k \rightarrow \infty}\left|b_{k}\right|^{\frac{1}{k}} \leq R^{-(\theta+1)} . \tag{3.19}
\end{equation*}
$$

By the arguments above, we have the power series representation of $V_{\alpha}(R)$ :
Lemma 3.3. Each $f(z) \in V_{\alpha}(R)$ has a unique power series representation such that its branch $f^{(1)}(z)$ in sector $\arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)$ is expressed by (3.14) and its branch $f^{(R)}(z)$ in the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ is expressed by (3.15) and (3.19). Conversely, any pair of power series (3.14) and (3.19) define a function $f(z) \in V_{\alpha}(R)$.

By a parallel argument, we have the power series representation of $\widetilde{V}_{\alpha}(R)$ :
Lemma 3.4. Each $\widetilde{f}(z) \in \widetilde{V}_{\alpha}(R)$ has a unique power series representation

$$
\widetilde{f}(z)= \begin{cases}z^{\alpha+\frac{1}{2}} \sum_{k=0}^{\infty} \widetilde{a}_{k} z^{(\theta+1) k}, & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right),  \tag{3.20}\\ (-z)^{\alpha+\frac{1}{2}} \sum_{k=0}^{\infty}(-1)^{k+1} \widetilde{a}_{k}(-z)^{(\theta+1) k} & \\ \quad \times \begin{cases}\frac{1}{2 \sin \pi(\theta k+\alpha)}, & \theta k+\alpha \notin \mathbb{Z}, \\ \frac{1+\theta^{-1}-1}{2 \pi}(-1)^{\theta k+\alpha} \log (-z), & \theta k+\alpha \in \mathbb{Z},\end{cases} \\ +(-z)^{\frac{1}{2}-\frac{\alpha}{\theta}} \sum_{k=0}^{\infty} \widetilde{b}_{k} z^{\frac{\theta+1}{\theta} k}, & \arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{\left.1+\theta^{-1}\right),}\right.\end{cases}
$$

such that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left|\widetilde{a}_{k}\right|^{\frac{1}{k}} \leq R^{-(\theta+1)}, \quad \quad \quad \limsup _{k \rightarrow \infty}\left|\widetilde{b}_{k}\right|^{\frac{1}{k}} \leq R^{-\frac{\theta+1}{\theta}} \tag{3.21}
\end{equation*}
$$

Conversely, any pair of sequences $\left\{\widetilde{a}_{k}, \widetilde{b}_{k}\right\}$ satisfying (3.21) defines a function $\tilde{f} \in \widetilde{V}_{\alpha}(R)$ by (3.20).

Remark 3.5. The series representation of $f(z) \in V_{\alpha}(R)$ does not depend on $\gamma$, since both $f^{(1)}(z)$ and $f^{(2)}(z)$ have power series representations independent of $\gamma$. The same property holds for $\widetilde{f}(z) \in \widetilde{V}_{\alpha}(R)$.
3.2 Functions $G^{(\ell), \text { model }}, H^{(\ell), \text { model }}, \widetilde{G}^{(\ell), \text { model }}, \widetilde{H}^{(\ell) \text {,model }}$, and the orthogonality For $\lambda \in \mathbb{R}$, let

$$
\begin{equation*}
T(\lambda)=-\frac{\alpha+3 / 2}{\theta+1}+\lambda \tag{3.22}
\end{equation*}
$$

We define, with the functions $I_{\theta, a}^{(1)}(z)$ and $I_{\theta, a}^{(2)}(z)$ defined in 2.6 and 2.7) respectively,

$$
G^{\text {model }}(z ; \lambda)=\frac{\sqrt{2 \pi} \theta^{T(\lambda)}}{\sqrt{\theta+1}} \times \begin{cases}\frac{1}{2 \pi} I_{\theta, T(\lambda)}^{(2)}(z), & \arg z \in\left(-\frac{\theta^{-1}+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1}+\gamma}{1+\theta^{-1}}\right)  \tag{3.23}\\ -i e^{T(\lambda) \pi i} I_{\theta, T(\lambda)}^{(1)}\left((-z) e^{\frac{\theta}{\theta+1} \pi i}\right), & \arg (-z) \in\left(-\frac{\pi-\gamma}{1+\theta^{-1}}, 0\right) \\ i e^{-T(\lambda) \pi i} I_{\theta, T(\lambda)}^{(1)}\left((-z) e^{-\frac{\theta}{\theta+1} \pi i}\right), & \arg (-z) \in\left(0, \frac{\pi-\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

It is clear that $G^{\text {model }}(z ; \lambda)$ is analytic in $D^{*}(0, R) \backslash\left\{\arg z= \pm \frac{\theta^{-1}+\gamma}{1+\theta^{-1}}\right\}$, after analytic extension on $\mathbb{R}_{+}$.

By (2.18), we have, with the rays oriented from 0 to $\infty$,

$$
G_{+}^{\text {model }}(z ; \lambda)-G_{-}^{\operatorname{model}}(z ; \lambda)= \begin{cases}-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} G^{\operatorname{model}}\left(z e^{-\frac{2 \pi}{\theta+1} i} ; \lambda\right) e^{\lambda 2 \pi i}, & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}  \tag{3.24}\\ e^{\frac{2 \alpha+3}{\theta+1} \pi i} G^{\operatorname{model}}\left(z e^{\frac{2 \pi}{\theta+1} i} ; \lambda\right) e^{-\lambda 2 \pi i}, & \arg z=\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\end{cases}
$$

By 2.17), We have, as $z \rightarrow 0$,

Next, we define a "fractional part" function such that for all $\ell \in \mathbb{Z}$,

$$
\begin{equation*}
R^{\lambda}(\ell)=\frac{\theta}{\theta+1} \ell+m_{\ell}, \quad m_{\ell} \in \mathbb{Z}, \text { such that } R^{\lambda}(\ell) \in(0,1] \tag{3.26}
\end{equation*}
$$

so that $m_{0}=1$ and as $\ell$ increases, both $\left\{\ell+m_{\ell}\right\}$ and $\left\{-m_{\ell}\right\}$ weakly increase. For $\ell \in \mathbb{Z}$, we define

$$
\begin{equation*}
G^{(\ell), \text { model }}(z)=G^{\text {model }}\left(z ; R^{\lambda}(\ell)\right) z^{\ell} \tag{3.27}
\end{equation*}
$$

We have, by (3.24),

$$
G_{+}^{(\ell), \text { model }}(z)-G_{-}^{(\ell), \operatorname{model}}(z)= \begin{cases}-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} G^{(\ell), \operatorname{model}}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}  \tag{3.28}\\ e^{\frac{2 \alpha+3}{\theta+1} \pi i} G^{(\ell), \operatorname{model}}\left(z e^{\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\end{cases}
$$

Moreover, using the residue formula to the integral formulas 2.6) and 2.7) to express $I_{\theta, a}^{(1)}(z)$ and $I_{\theta, a}^{(2)}(z)$ into series, we find that $G^{(\ell), \operatorname{model}}(z)$ has a power series expansion as follows.

$$
G^{(\ell), \operatorname{model}}(z)=\left\{\begin{array}{ll}
(-z)^{-\frac{1}{2}+\frac{\alpha+1}{\theta}} \sum_{k=1-m_{\ell}}^{\infty} a_{k}^{(\ell)}(-z)^{\frac{\theta+1}{\theta} k}, & \arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right),  \tag{3.29}\\
z^{-\frac{1}{2}+\frac{\alpha+1}{\theta}} \sum_{k=1-m_{\ell}}^{\infty}(-1)^{k} a_{k}^{(\ell)} z^{\frac{\theta+1}{\theta} k}
\end{array} \quad \begin{array}{ll}
\frac{1}{2 \sin \pi\left(\frac{k+\alpha+1}{\theta}\right)}, & \frac{k+\alpha+1}{\theta} \notin \mathbb{Z}, \\
\frac{\theta+1}{2 \pi}(-1)^{\frac{k+\alpha+1}{\theta}} \log z, & \frac{k+\alpha+1}{\theta} \in \mathbb{Z}, \\
+z^{\theta-\alpha-\frac{1}{2}} \sum_{k=\ell+m_{\ell}-1}^{\infty} b_{k}^{(\ell)} z^{(\theta+1) k}, & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right),
\end{array}\right.
$$

where $a_{k}^{(\ell)}, b_{k}^{(\ell)}$ have explicit formulas, such that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left|a_{k}^{(\ell)}\right|^{\frac{1}{k}}=0, \quad \limsup _{k \rightarrow \infty}\left|b_{k}^{(\ell)}\right|^{\frac{1}{k}}=0, \quad a_{1-m_{\ell}}^{(\ell)} \neq 0, \quad b_{\ell+m_{\ell}-1}^{(\ell)} \neq 0 \tag{3.30}
\end{equation*}
$$

As a consequence, if $\ell \in \mathbb{N}, G^{(\ell), \operatorname{model}}(s) \in V_{\alpha}(R)$ for all $R \in(0,+\infty]$.
Let $\beta \in \mathbb{R}$. We define similar to 3.23 , with the functions $I_{\theta, a}^{(2)}(z)$ and $I_{\theta, a}^{(3)}(z)$ defined in (2.7) and (2.8) respectively,

$$
H^{\operatorname{model}}(z ; \beta)=\frac{\sqrt{2 \pi} \theta^{-T(\beta)}}{\sqrt{\theta+1}} \times \begin{cases}\frac{1}{2 \pi} I_{\theta,-T(\beta)}^{(2)}(-z), & \arg (-z) \in\left(-\frac{\pi+\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)  \tag{3.31}\\ e^{T(\beta) \pi i} I_{\theta,-T(\beta)}^{(3)}\left(z e^{\frac{\pi i}{\theta+1}}\right), & \arg z \in\left(-\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, 0\right) \\ e^{-T(\beta) \pi i} I_{\theta,-T(\beta)}^{(3)}\left(z e^{-\frac{\pi i}{\theta+1}}\right), & \arg z \in\left(0, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right)\end{cases}
$$

It is clear that $H^{\text {model }}(z ; \beta)$ is analytic in $D^{*}(0, R) \backslash\left\{\arg z= \pm \frac{\theta^{-1}-\gamma}{1+\theta^{-1}}\right\}$, after analytic extension on $\mathbb{R}_{+}$.

Analogous to 3.24 , by 2.19 , we have, with the rays oriented from 0 to $\infty$,

$$
H_{+}^{\text {model }}(z ; \beta)-H_{-}^{\operatorname{model}}(z ; \beta)= \begin{cases}-e^{\frac{2 \alpha+3}{\theta+1} \pi i} H^{\operatorname{model}}\left(z e^{-\frac{2 \pi}{\theta+1} i} ; \beta\right) e^{-\beta 2 \pi i}, & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}  \tag{3.32}\\ e^{-\frac{2 \alpha+3}{\theta+1} \pi i} H^{\operatorname{model}}\left(z e^{\frac{2 \pi}{\theta+1} i} ; \beta\right) e^{\beta 2 \pi i}, & \arg z=\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\end{cases}
$$

Analogous to (3.25), by (2.17), we have as $z \rightarrow 0$,

$$
H^{\text {model }}(z ; \beta)= \begin{cases}\mathcal{O}\left(z^{-(\theta+1) T(\beta)}\right), & T(\beta)>\frac{-1}{2(\theta+1)}  \tag{3.33}\\ \begin{cases}\mathcal{O}\left(z^{1 / 2}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right), \\ \mathcal{O}\left(z^{1 / 2} \log z\right), & \arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right),\end{cases} & T(\beta)=\frac{-1}{2(\theta+1)} \\ \begin{cases}\mathcal{O}\left(z^{-(\theta+1) T(\beta)}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right), \\ \mathcal{O}\left(z^{\left(1+\theta^{-1}\right)(T(\beta)+1 / 2)}\right), & \arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right),\end{cases} & T(\beta)<\frac{-1}{2(\theta+1)}\end{cases}
$$

Next, we define a "fractional part" function similar to (3.26), such that for all $\ell \in \mathbb{Z}$,

$$
\begin{equation*}
R^{\beta}(\ell)=-\frac{\theta}{1+\theta} \ell-n_{\ell}, \quad n_{\ell} \in \mathbb{Z}, \text { such that } R^{\beta}(\ell) \in\left(-\frac{\theta}{\theta+1}, \frac{1}{\theta+1}\right] \tag{3.34}
\end{equation*}
$$

For $\ell \in \mathbb{Z}$, analogous to (3.27), define

$$
\begin{equation*}
H^{(\ell), \operatorname{model}}(z)=H^{\operatorname{model}}\left(z ; R^{\beta}(\ell)\right) z^{\ell} \tag{3.35}
\end{equation*}
$$

We have, by (3.32), analogous to (3.28)

$$
H_{+}^{(\ell), \text { model }}(z)-H_{-}^{(\ell), \operatorname{model}}(z)= \begin{cases}-e^{\frac{2 \alpha+3}{\theta+1} \pi i} H^{(\ell), \operatorname{model}}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}  \tag{3.36}\\ e^{-\frac{2 \alpha+3}{\theta+1} \pi i} H^{(\ell), \operatorname{model}}\left(z e^{\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\end{cases}
$$

Similar to $3.29, H^{(\ell), \operatorname{model}}(z)$ also has the power series representation

$$
H^{(\ell), \operatorname{model}}(z)= \begin{cases}z^{\alpha+\frac{3}{2}} \sum_{k=\ell+n_{\ell}}^{\infty} c_{k}^{(\ell)} z^{(\theta+1) k}, & \arg z \in\left(-\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right), \\ (-z)^{\alpha+\frac{3}{2}} \sum_{k=\ell+n_{\ell}}^{\infty}(-1)^{k} c_{k}^{(\ell)}(-z)^{(\theta+1) k} & \theta k+\alpha \notin \mathbb{Z}, \\ & \times \begin{cases}\frac{1}{2 \sin \pi(\theta k+\alpha)}, & \\ \frac{1+\theta^{-1}}{2 \pi}(-1)^{\theta k+\alpha} \log z, & \theta k+\alpha \notin \mathbb{Z},\end{cases} \\ +(-z)^{\frac{1}{2}-\frac{\alpha+1}{\theta}} \sum_{k=-n_{\ell}}^{\infty} d_{k}^{(\ell)}(-z)^{\frac{\theta+1}{\theta} k}, & \arg (-z) \in\left(-\frac{\pi+\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{\left.1+\theta^{-1}\right),}(3.37)\right.\end{cases}
$$

such that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left|c_{k}^{(\ell)}\right|^{\frac{1}{k}}=0, \quad \limsup _{k \rightarrow \infty}\left|d_{k}^{(\ell)}\right|^{\frac{1}{k}}=0, \quad c_{\ell+n_{\ell}}^{(\ell)} \neq 0, \quad d_{-n_{\ell}}^{(\ell)} \neq 0 \tag{3.38}
\end{equation*}
$$

For any $r>0$, we estimate the values of $G^{(\ell), \operatorname{model}}(z)$ and $H^{(\ell), \operatorname{model}}(z)$ on the circle $|z|=r$. By the definition formulas (3.27) and 3.23 of $G^{(\ell), \text { model }}(z), 3.35$ and 3.31$)$ of $H^{(\ell), \text { model }}(z)$, the range of $R^{\lambda}(\ell)$ in (3.26), the range of $R^{\beta}(\ell)$ in (3.34), and the integral formulas, (2.6), (2.7) and (2.8) of $I_{\theta, a}^{(1)}(z), I_{\theta, a}^{(2)}(z)$ and $I_{\theta, a}^{(3)}(z)$, we have that there is $C_{r}>0$ independent of $\ell$, such that

$$
\begin{equation*}
\left|G^{(\ell), \text { model }}(z)\right|<C_{r} r^{\ell}, \quad\left|H^{(\ell), \text { model }}(z)\right|<C_{r} r^{\ell}, \quad \text { for all }|z|=r \text { and } \ell \in \mathbb{Z} \tag{3.39}
\end{equation*}
$$

As $r \rightarrow \infty$, by the definition formulas of $G^{(\ell), \operatorname{model}}(z)$ and $H^{(\ell), \operatorname{model}}(z)$, and the limit formulas (2.15), (2.14) and 2.16) respectively for $I_{\theta, a}^{(1)}(z), I_{\theta, a}^{(2)}(z)$ and $I_{\theta, a}^{(3)}(z)$, we have uniformly in $\ell \in \mathbb{Z}$

$$
\begin{equation*}
e^{z} G^{(\ell), \operatorname{model}}(z)=z^{\ell}\left(1+\mathcal{O}\left(z^{-1}\right)\right), \quad e^{-z} H^{(\ell), \text { model }}(z)=z^{\ell}\left(1+\mathcal{O}\left(z^{-1}\right)\right), \quad z \rightarrow \infty \tag{3.40}
\end{equation*}
$$

In parallel to $G^{(\ell), \operatorname{model}}(z)$ and $H^{(\ell), \operatorname{model}}(z)$ We also define

$$
\begin{array}{ll}
\widetilde{R}^{\beta}(\ell)=\frac{1}{\theta+1}-\frac{\theta}{\theta+1} \ell-\widetilde{n}_{\ell}, & \widetilde{n}_{\ell} \in \mathbb{Z}, \text { such that } \widetilde{R}^{\beta}(\ell) \in\left(-\frac{\theta}{\theta+1}, \frac{1}{\theta+1}\right] \\
\widetilde{R}^{\lambda}(\ell)=\frac{1}{\theta+1}+\frac{\theta}{\theta+1} \ell+\widetilde{m}_{\ell}, & \widetilde{m}_{\ell} \in \mathbb{Z}, \text { such that } \widetilde{R}^{\lambda}(\ell) \in(0,1] \tag{3.42}
\end{array}
$$

and

$$
\begin{equation*}
\widetilde{G}^{(\ell), \text { model }}(z)=H^{\text {model }}\left(z ; \widetilde{R}^{\beta}(\ell)\right) z^{\ell}, \quad \widetilde{H}^{(\ell), \text { model }}(z)=G^{\text {model }}\left(z ; \widetilde{R}^{\lambda}(\ell)\right) z^{\ell} \tag{3.43}
\end{equation*}
$$

We have that $\widetilde{G}^{(\ell), \operatorname{model}}(z)$ and $\widetilde{H}^{(\ell), \operatorname{model}}(z)$ satisfy jump conditions similar to (3.28) and (3.36), have series representations similar to $(3.29)$ and (3.37), and have estimates similar to (3.39) and (3.40). We omit the details. At last, we note that if $\ell \in \mathbb{N}$, then $\widetilde{G}^{(\ell), \operatorname{model}}(z) \in \widetilde{V}_{\alpha}(R)$ for all $R \in(0,+\infty]$.
$H^{(\ell), \text { model }}$ (resp. $\left.\widetilde{H}^{(\ell), \text { model }}\right)$ acts on $V_{\alpha}(R)\left(\right.$ resp. $\left.\widetilde{V}_{\alpha}(R)\right)$ as a linear functional by the integral formula in the following lemma:
Lemma 3.6. Suppose $f \in V_{\alpha}(R)$ and $\widetilde{f} \in \widetilde{V}_{\alpha}(R)$. For all $\ell \in \mathbb{Z}$ and $R^{\prime} \in(0, R)$, the inner products

$$
\begin{align*}
\left\langle f, H^{(\ell), \text { model }}\right\rangle_{V_{\alpha}(R)} & =\frac{1}{2 \pi i} \oint_{|z|=R^{\prime}} H^{(\ell), \text { model }}(z) f(z) \frac{d z}{z}  \tag{3.44}\\
\left\langle\widetilde{f}, \widetilde{H}^{(\ell), \text { model }}\right\rangle_{\widetilde{V}_{\alpha}(R)} & =\frac{1}{2 \pi i} \oint_{|z|=R^{\prime}} \widetilde{H}^{(\ell), \text { model }}(z) \widetilde{f}(z) \frac{d z}{z} \tag{3.45}
\end{align*}
$$

are well defined, in the sense that they are independent of $R^{\prime}$. Furthermore, they are also independent of $\gamma$, in the sense that if $f$ is given by $\left\{a_{k}\right\},\left\{b_{k}\right\}$ as in (3.14, (3.15) and (3.19), then the integral in (3.44) only depends on $\left\{a_{k}\right\},\left\{b_{k}\right\}$ but not $\gamma_{2}$ and if $f$ is given by $\left\{\widetilde{a}_{k}\right\},\left\{b_{k}\right\}$ as in (3.20), then the integral in 3.45 only depends on $\left\{\widetilde{a}_{k}\right\},\left\{\widetilde{b}_{k}\right\}$ but not $\gamma$. In particular, we can take $\gamma=0$ in the integral formulas in (3.44) and 3.45.
Proof. We prove the well-definedness and $\gamma$-independence of $\left\langle f, H^{(\ell) \text {,model }}\right\rangle_{V_{\alpha}(R)}$ in (3.44), and the well-definedness and $\gamma$-independence of $\left\langle\widetilde{f}, \widetilde{H}^{(\ell), \text { model }}\right\rangle_{\widetilde{V}_{\alpha}(R)}$ in 3.45 is analogous.

We denote the integral on the right-hand side of (3.44) $I_{\gamma}\left(R^{\prime}\right)$. To see that $I_{\gamma}\left(R^{\prime}\right)$ is independent of $R^{\prime}$, we take $0<R_{1}<R_{2}$, and define the following four arcs, with $k=1,2$ and with counterclockwise orientation

$$
\begin{align*}
& C_{k}^{(1)}=\left\{R_{k} e^{i t}: \frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}<t<\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}, \quad C_{k}^{(2)}=\left\{-R_{k} e^{i t}: \frac{-\pi+\gamma}{1+\theta^{-1}}<t<\frac{\pi-\gamma}{1+\theta^{-1}}\right\} \\
& C_{k}^{(3)}=\left\{R_{k} e^{i t}: \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}<t<\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}, \quad C_{k}^{(4)}=\left\{R_{k} e^{i t}: \frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}<t<\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\} \tag{3.46}
\end{align*}
$$

Then let

$$
\begin{equation*}
J_{k}^{(j)}=\frac{1}{2 \pi i} \int_{C_{k}^{(j)}} f(w) H^{(\ell), \operatorname{model}}(w) \frac{d w}{w} \tag{3.47}
\end{equation*}
$$

and

$$
\begin{align*}
& I_{1}^{(1)}=\int_{R_{1} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}}^{R_{2} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}} f(w) H_{-}^{(\ell), \operatorname{model}}(w) \frac{d w}{w}, \quad I_{2}^{(1)}=\int_{R_{1} e^{\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}} i}}^{R_{2} e^{\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1} i}}} f(w) H_{+}^{(\ell), \text { model }}(w) \frac{d w}{w}, \\
& I_{1}^{(2)}=\int_{R_{1} e^{\frac{-\theta-1}{} e^{\frac{-\theta^{-1} \pi-\gamma}{}}} R_{2} 1+\theta^{-1} i}^{1+\theta^{-1}} f_{-}(w) H^{(\ell), \operatorname{model}}(w) \frac{d w}{w}, \quad I_{2}^{(2)}=\int_{R_{1} e^{\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}} i}}^{R_{2} e^{\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1} i}}} f_{+}(w) H^{(\ell), \operatorname{model}}(w) \frac{d w}{w}, \\
& I_{1}^{(3)}=\int_{R_{1} e^{\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}}}^{R_{2} e^{\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}}} f_{-}(w) H^{(\ell), \operatorname{model}}(w) \frac{d w}{w}, \quad I_{2}^{(3)}=\int_{R_{1} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}}^{R_{2} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1} i}}} f(w) H_{+}^{(\ell), \operatorname{model}}(w) \frac{d w}{w}, \\
& I_{1}^{(4)}=\int_{R_{1} e^{\frac{-\theta-\theta^{-1}}{1+\theta^{-1}}}}^{R_{2}}{ }^{\frac{-\theta^{-1} \pi+\gamma}{1+-1}} f_{-}^{(), \text {model }}(w) \frac{d w}{w}, \quad I_{2}^{(4)}=\int_{R_{1} e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}}^{R_{2} e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}} f_{+}(w) H^{(\ell), \operatorname{model}}(w) \frac{d w}{w} . \tag{3.48}
\end{align*}
$$

By the Cauchy integral formula, we have for all $j=1,2,3,4, J_{2}^{(j)}-J_{1}^{(j)}+I_{2}^{(j)}-I_{1}^{(j)}=0$. Using jump condition (3.36) for $H^{(\ell), \text { model }}$ and jump condition (3.1) for $f$, we have that

$$
\begin{align*}
I_{2}^{(3)}-I_{1}^{(1)} & =\int_{R_{1}}^{R_{2}} f\left(r e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1} i}}\right)\left(H_{+}^{(\ell), \text { model }}\left(r e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right)-H_{+}^{(\ell), \text { model }}\left(r e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right)\right) \frac{d r}{r} \\
& =-\int_{R_{1}}^{R_{2}} f\left(r e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right) e^{\frac{2 \alpha+3}{\theta+1} \pi i} H^{(\ell), \operatorname{model}}\left(r e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right) \frac{d r}{r}  \tag{3.49}\\
& =-\int_{R_{1}}^{R_{2}}\left(f_{+}\left(r e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1} i}}\right)-f_{+}\left(r e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right)\right) H^{(\ell), \operatorname{model}}\left(r e^{\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}\right) \frac{d r}{r} \\
& =I_{1}^{(2)}-I_{2}^{(4)}
\end{align*}
$$

Similarly, we have $I_{2}^{(2)}-I_{1}^{(3)}=I_{1}^{(4)}-I_{2}^{(1)}$. Hence, we derive that $I_{\gamma}\left(R_{2}\right)=\frac{1}{2 \pi i} \sum_{j=1}^{4} J_{2}^{(j)}=$ $\frac{1}{2 \pi i} \sum_{j=1}^{4} J_{1}^{(j)}=I_{\gamma}\left(R_{2}\right)$, and prove the well-definedness.

To see the $I_{\gamma}\left(R^{\prime}\right)$ is independent of $\gamma$, we compare $I_{\gamma}\left(R^{\prime}\right)$ for a positive $\gamma$ with the degenerate case with $\gamma=0$. Since both $I_{\gamma}\left(R^{\prime}\right)$ and $I_{0}\left(R^{\prime}\right)$ are integrals over $\left\{|z|=R^{\prime}\right\}$, the difference stems from the integrals over the sectors $\arg z \in\left(\frac{\theta^{-1} \pi}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right), \arg z \in\left(\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right)$, $\arg z \in\left(\frac{-\theta^{-1} \pi}{1+\theta^{-1}}, \frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ and $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{-\theta^{-1} \pi}{1+\theta^{-1}}\right)$. To be precise, we have

$$
\begin{align*}
I_{\gamma}\left(R^{\prime}\right)-I_{0}\left(R^{\prime}\right)= & \frac{1}{2 \pi i} \int_{R^{\prime}} e^{R^{\prime} e^{\frac{\theta^{-1} \pi+\theta^{-1}}{1+\theta^{-1}} i}} e^{-\frac{2 \alpha+3}{\theta+1} \pi i} f\left(z e^{-\frac{2 \pi}{1+\theta} i}\right) H^{(\ell), \text { model }}(z) \frac{d z}{z}  \tag{3.50a}\\
& -\frac{1}{2 \pi i} \int_{R^{\prime} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} i}}^{R^{\prime} e^{\frac{\theta^{-1} \pi}{1+\theta-1} i}} f(z) e^{\frac{2 \alpha+3}{\theta+1} \pi i} H^{(\ell), \operatorname{model}}\left(z e^{-\frac{2 \pi}{1+\theta} i}\right) \frac{d z}{z}  \tag{3.50b}\\
& -\frac{1}{2 \pi i} \int_{R^{\prime} e^{\frac{-\theta-1 \pi}{1+\theta^{-1} i}}}^{R^{\prime} e^{\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1} i}}} \quad f(z) e^{-\frac{2 \alpha+3}{\theta+1} \pi i} H^{(\ell), \text { model }}\left(z e^{\frac{2 \pi}{1+\theta} i}\right) \frac{d z}{z}  \tag{3.50c}\\
& +\frac{1}{2 \pi i} \int_{R^{\prime} e^{\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1} i}}}^{R^{\prime} e^{\frac{\theta^{-1} \pi}{1+\theta^{-1} i}}} e^{\frac{2 \alpha+3}{\theta+1} \pi i} f\left(z e^{\frac{2 \pi}{1+\theta} i}\right) H^{(\ell), \text { model }}(z) \frac{d z}{z} \tag{3.50~d}
\end{align*}
$$

We see that the integral in (3.50a) is equal to the integral in (3.50c), and the integral in 3.50b) is equal to the integral in (3.50d). Hence $I_{\gamma}\left(R^{\prime}\right)-I_{0}\left(R^{\prime}\right)$ vanishes due to cancellation.
Lemma 3.7. For all $j, k \in \mathbb{N},\left\langle G^{(j), \text { model }}, H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}=\delta_{j, k}$ and $\left\langle\widetilde{G}^{(j), \text { model }}, \widetilde{H}^{(-k), \text { model }}\right\rangle_{\tilde{V}_{\alpha}(R)}=$ $\delta_{j, k}$.
Proof. We prove the result for $\left\langle G^{(j), \text { model }}, H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}$, and that for $\left\langle\widetilde{G}^{(j), \text { model }}, \widetilde{H}^{(-k), \text { model }}\right\rangle_{\tilde{V}_{\alpha}(R)}$ is analogous.

Suppose $j \leq k$. We write

$$
\begin{equation*}
\left\langle G^{(j), \text { model }}, H^{(-k), \text { model }\rangle}\right\rangle_{V_{\alpha}(R)}=\frac{1}{2 \pi i} \oint_{|z|=R^{\prime}}\left(e^{z} G^{(j), \text { model }}(z)\right)\left(e^{-z} H^{(-k), \text { model }}(z)\right) \frac{d z}{z} \tag{3.51}
\end{equation*}
$$

By lemma 3.6, we know that the integral is independent of $R^{\prime} \in(0,+\infty)$ and $\gamma$. We take the limit $R^{\prime} \rightarrow \infty$ and fix $\gamma$ as a small positive number. By the limit formulas in (3.40), we have that as $R^{\prime} \rightarrow \infty,\left\langle G^{(j) \text {,model },} H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}=\delta_{j, k}+\mathcal{O}\left(1 / R^{\prime}\right)$. Since the inner product is independent of $R^{\prime}$, we conclude that it is $\delta_{j, k}$.

If $k<j$, by (3.27) and (3.35), we write

$$
\begin{equation*}
\left\langle G^{(j), \text { model }}, H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}=\frac{1}{2 \pi i} \oint_{|z|=R^{\prime}} G^{\text {model }}\left(z ; R^{\lambda}(j)\right) H^{\text {model }}\left(z ; R^{\beta}(-k)\right) z^{j-k} \frac{d z}{z}, \tag{3.52}
\end{equation*}
$$

and, by Lemma 3.6, let $\gamma=0$ and take the limit $R^{\prime} \rightarrow 0$. By the limit formulas (3.25) and (3.33),

$$
\begin{align*}
& G^{\text {model }}\left(z ; R^{\lambda}(j)\right) H^{\text {model }}\left(z ; R^{\beta}(-k)\right)= \\
& \begin{cases}\mathcal{O}\left(z^{-(\theta+1) T\left(R^{\beta}(-k)\right)}\right) & \begin{array}{ll}
\mathcal{O}\left(z^{\left(1+\theta^{-1}\right)\left(1 / 2-T\left(R^{\lambda}(j)\right)\right)}\right), & T\left(R^{\lambda}(j)\right)>\frac{1}{2(\theta+1)}, \\
\mathcal{O}\left(z^{\frac{1}{2}} \log z\right), & T\left(R^{\lambda}(j)\right)=\frac{1}{2(\theta+1)}, \\
\mathcal{O}\left(z^{(\theta+1) T\left(R^{\lambda}(j)\right)}\right), & T\left(R^{\lambda}(j)\right)<\frac{1}{2(\theta+1)},
\end{array} \quad \arg z \in\left(\frac{-\theta^{-1} \pi}{1+\theta^{-1}}, \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right), \\
\mathcal{O}\left(z^{\left(1+\theta^{-1}\right)\left(1 / 2-T\left(R^{\lambda}(j)\right)\right)}\right. \\
\times \begin{cases}\mathcal{O}\left(z^{-(\theta+1) T\left(R^{\beta}(-k)\right)}\right), & T\left(R^{\beta}(-k)\right)>\frac{-1}{2(\theta+1)}, \\
\mathcal{O}\left(z^{\frac{1}{2}} \log z\right), & T\left(R^{\beta}(-k)\right)=\frac{-1}{2(\theta+1)}, \\
\mathcal{O}\left(z^{\left(1+\theta^{-1}\right)\left(T\left(R^{\beta}(-k)\right)+1 / 2\right)}\right), & T\left(R^{\beta}(-k)\right)<\frac{-1}{2(\theta+1)},\end{cases} \end{cases} \tag{3.53}
\end{align*}
$$

Since by (3.26) and (3.34), $R^{\lambda}(j) \in(0,1]$ and $R^{\beta}(-k) \in(-\theta /(\theta+1), 1 /(\theta+1)]$, we have that $G^{\text {model }}\left(z ; R^{\lambda}(j)\right) H^{\text {model }}\left(z ; R^{\beta}(-k)\right)=o\left(z^{-1}\right)$ on the contour $\left\{|z|=R^{\prime}\right\}$, and so $\left\langle G^{(j) \text {,model }}, H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}=o\left(\left(R^{\prime}\right)^{j-k-1}\right)$. Since the inner product is independent of $R^{\prime}$, we conclude that it is 0 .

Lemma 3.8. Suppose $f \in V_{\alpha}(R)$ and $\tilde{f} \in \widetilde{V}_{\alpha}(R)$. If $\left\langle f, H^{(-k), \text { model }}\right\rangle_{V_{\alpha}(R)}=0$ for all $k \in \mathbb{N}$, then $f(z)=0$; if $\left\langle\widetilde{f}, \widetilde{H}^{(-k), \text { model }\rangle}\right\rangle_{\tilde{V}_{\alpha}(R)}=0$ for all $k \in \mathbb{N}$, then $\widetilde{f}(z)=0$.

Proof. We prove the result for $f$, and that for $\tilde{f}$ is analogous.
Suppose $f(z) \in V_{\alpha}(R)$ and $f(z)$ has the power series representation as in (3.3). Let $k^{(a)} \in$ $\mathbb{N} \cup\{\infty\}$ be the index of the smallest nonzero coefficient among $\left\{a_{k}\right\}$ and $k^{(b)} \in \mathbb{N} \cup\{\infty\}$ be the index of the smallest nonzero coefficient among $\left\{b_{k}\right\}$. Below we show that if the condition of the lemma is satisfied, then both $k^{(a)}$ and $k^{(b)}$ are $\infty$, that is, $f(z)=0$.

We can check that integers $n_{\ell}$ defined in (3.34) have the property that both $\left\{-n_{\ell}\right\}$ and $\left\{\ell+n_{\ell}\right\}$ are weakly increasing in $\ell \in \mathbb{Z}$. More precisely, $n_{-\ell-1}-n_{-\ell}$ is 0 or $1, n_{-\ell} \rightarrow+\infty$ and $\ell-n_{-\ell} \rightarrow+\infty$ as $\ell \rightarrow \infty$, and $n_{0}=0$.

Suppose $k^{(a)}$ and $k^{(b)}$ are not both $\infty$, then there is a largest $\ell^{\max } \in \mathbb{N}$ such that

$$
\begin{equation*}
k^{(a)}-n_{-\ell^{\max }} \geq 0, \quad \text { and } \quad k^{(b)}+1+n_{-\ell^{\max }}-\ell^{\max } \geq 0 \tag{3.54}
\end{equation*}
$$

We claim that $k^{(a)}-n_{-\ell^{\max }}$ and $k^{(b)}+1+n_{-\ell_{\max }}-\ell^{\max }$ cannot be both greater than 0 , otherwise in the two inequalities in $(3.54), \ell^{\max }$ can be replaced by $\ell^{\max }+1$, which is contradictory to the maximality of $\ell^{\max }$. In case both of $k^{(a)}-n_{-\ell^{\max }}$ and $k^{(b)}+1+n_{-\ell^{\max }}-\ell^{\max }$ are 0 , we find that the two values of $k^{(a)}-n_{-\left(\ell^{\max }-1\right)}$ and $k^{(b)}+1+n_{-\left(\ell^{\max }-1\right)}-\left(\ell^{\max }-1\right)$ are 0 and 1 . Below let $\ell^{*}=\ell^{\max }$ if only one between $k^{(a)}-n_{-\ell^{\max }}$ and $k^{(b)}+1+n_{-\ell^{\max }}-\ell^{\max }$ is 0 , and let $\ell^{*}=\ell^{\max }-1$ if both of them are 0 . Without loss of generality, we assume $k^{(a)}-n_{\ell^{*}}=0$ and $k^{(b)}+1+n_{-\ell^{*}}-\ell^{*}>0$.

Below we take $\gamma=0$ and by the series representation 3.37 of $H^{\left(-\ell^{\star}\right) \text {,model }}$, we have

$$
\begin{align*}
0= & \left\langle f, H^{\left(-\ell^{*}\right), \text { model }}\right\rangle_{V_{\alpha}(R)} \\
= & \frac{1}{2 \pi i} \int_{|z|=R^{\prime}, \arg (-z) \in\left(\frac{-\pi}{1+\theta^{-1}}, \frac{\pi}{\left.1+\theta^{-1}\right)}\right.}\left(a_{k^{(a)}} d_{-Q_{-\ell^{*}}^{\left(-\ell^{*}\right)}}+\mathcal{O}\left(z^{-\frac{\theta+1}{\theta}}\right)\right)(-z)^{-\frac{\theta+1}{\theta}\left(k^{(a)}-n_{-\ell^{*}}\right)} \frac{d z}{z}  \tag{3.55a}\\
& +\frac{1}{2 \pi i} \int_{|z|=R^{\prime}, \arg z \in\left(\frac{-\theta^{-1} \pi}{1+\theta^{-1}}, \frac{\theta^{-1},}{\left.1+\theta^{-1}\right)}\right.}\left(b_{k^{(b)}\left(c_{-\ell^{\star}+n_{-\ell^{\star}}}^{\left(-\ell^{*}\right)}\right.}+\mathcal{O}\left(z^{\theta+1}\right)\right) z^{(\theta+1)\left(k^{(b)}+1+n_{\ell^{*}}-\ell^{*}\right)} \frac{d z}{z} . \tag{3.55b}
\end{align*}
$$

Letting $R^{\prime} \rightarrow 0$, we find the integral in 3.55 b ) vanishes and the integral in 3.55 a ) is $\frac{\theta}{\theta+1} a_{k^{(a)}} d_{-n_{-\ell^{\star}}}^{\left(-\ell^{*}\right)}$. Since $d_{-n_{-\ell^{\star}}}^{\left(-\ell^{\star}\right)} \neq 0$ (see 3.38$)$, we derive that $a_{k^{(a)}}=0$, which is a contradiction.

From Lemmas 3.7 and 3.8 , we have the following series representation of functions in $V_{\alpha}(R)$ and $\widetilde{V}_{\alpha}(R)$ :
Lemma 3.9. Suppose $f(z) \in V_{\alpha}(R)$ and $\widetilde{f}(z) \in \widetilde{V}_{\alpha}(R)$. We have that $f(z)$ and $\widetilde{f}(z)$ have unique series representations as follows:

$$
\begin{align*}
f(z) & =\sum_{\ell=0}^{\infty} c_{\ell} G^{(\ell), \text { model }}(z), & \limsup _{\ell \rightarrow \infty}\left|c_{\ell}\right|^{\frac{1}{\ell}} \leq \frac{1}{R}  \tag{3.56}\\
\widetilde{f}(z) & =\sum_{\ell=0}^{\infty} \widetilde{c}_{\ell} \widetilde{G}^{(\ell), \operatorname{model}}(z), & \limsup _{\ell \rightarrow \infty}\left|\widetilde{c}_{\ell}\right|^{\frac{1}{\ell}} \leq \frac{1}{R} \tag{3.57}
\end{align*}
$$

Proof. We prove the existence and uniqueness of the series representation of $f(z)$ in (3.56), and the proof for existence and uniqueness of the series representation of $\widetilde{f}(z)$ in 3.57 is analogous.

By the property (3.39), we find that the series in (3.56) converges for all $z \in D^{*}(0, R)$ except for the two rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$, and the series converges to a function in $V_{\alpha}(R)$.

For $f(z) \in V_{\alpha}(R)$, we let

$$
\begin{equation*}
c_{\ell}^{\star}=\frac{1}{2 \pi i} \oint_{|z|=R^{\prime}} f(z) H^{(-\ell), \operatorname{model}}(z) \frac{d z}{z}, \quad \text { and } \quad f^{\star}(z)=\sum_{\ell=0}^{\infty} c_{\ell}^{\star} G^{(\ell), \operatorname{model}}(z) \tag{3.58}
\end{equation*}
$$

By estimate (3.39), We also have $\lim \sup _{\ell \rightarrow \infty}\left|c_{\ell}^{\star}\right|^{1 / \ell} \leq 1 / R$ and then $f^{\star}(z) \in V_{\alpha}(R)$. By Lemma 3.7 , it is straightforward to check that if the series representation 3.56) exists, then $c_{\ell}=c_{\ell}^{\star}$. On the other hand, for all $\ell \in \mathbb{N}$,

$$
\begin{equation*}
\left\langle f(z)-f^{\star}(z), H^{(-\ell), \text { model }}\right\rangle_{V_{\alpha}(R)}=0 \tag{3.59}
\end{equation*}
$$

We thus have, by Lemma 3.8 , that $f(z)-f^{\star}(z)=0$, and construct the series representation (3.56) by taking $c_{\ell}=c_{\ell}^{\star}$.

### 3.3 Operators $P^{\text {model }}, Q^{\text {model }}, \widetilde{P}^{\text {model }}$, and $\widetilde{Q}^{\text {model }}$

It is worth comparing the function spaces $V_{\alpha}(R)$ and $\widetilde{V}_{\alpha}(R)$ with the function space $H(R)$ defined in 2.2). It is a basic fact in complex analysis that any function $h(z) \in H(R)$ in has a Taylor series representation

$$
\begin{equation*}
h(z)=\sum_{\ell=0}^{\infty} a_{\ell} z^{\ell}, \quad \limsup _{\ell \rightarrow \infty}\left|a_{\ell}\right|^{\frac{1}{\ell}} \leq \frac{1}{R} \tag{3.60}
\end{equation*}
$$

In $V_{\alpha}(R)\left(\right.$ resp. $\left.\widetilde{V}_{\alpha}(R)\right)$, the series representation 3.56) (resp. 3.57) is the analogue of 3.60).
We define the operator $P^{\text {model }}$ from $H(R)$ to $V_{\alpha}(R)$, and the operator $\widetilde{P}^{\text {model }}$ from $H(R)$ to $\widetilde{V}_{\alpha}(R)$, as follows. Let $h(z) \in H(R)$ with Taylor expansion (3.60). For any $z \in D(0, R)$ and $|z|<R^{\prime}<R$, let

$$
\begin{align*}
& P^{\text {model }}(h)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} h(w) \sum_{\ell=0}^{\infty} w^{-\ell} G^{(\ell), \operatorname{model}}(z) \frac{d w}{w}=\sum_{\ell=0}^{\infty} a_{\ell} G^{(\ell), \operatorname{model}}(z)  \tag{3.61}\\
& \widetilde{P}^{\text {model }}(h)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} h(w) \sum_{\ell=0}^{\infty} w^{-\ell} \widetilde{G}^{(\ell), \operatorname{model}}(z) \frac{d w}{w}=\sum_{\ell=0}^{\infty} a_{\ell} \widetilde{G}^{(\ell), \operatorname{model}}(z) \tag{3.62}
\end{align*}
$$

We also define the operator $Q^{\text {model }}$ from $V_{\alpha}(R)$ to $H(R)$, and the operator $\widetilde{Q}^{\text {model }}$ from $\widetilde{V}_{\alpha}(R)$ to $H(R)$ as follows. Let $f(z) \in V_{\alpha}(R)$ and $\widetilde{f}(z) \in \widetilde{V}_{\alpha}(R)$, and they have the series representations in (3.56) and 3.57) by Lemma 3.9. For any $z \in D(0, R)$ and $|z|<R^{\prime}<R$,

$$
\begin{align*}
& Q^{\text {model }}(f)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} f(w) \sum_{\ell=0}^{\infty} H^{(-\ell), \text { model }}(w) z^{\ell} \frac{d w}{w}=\sum_{\ell=0}^{\infty} c_{\ell} z^{\ell}  \tag{3.63}\\
& \widetilde{Q}^{\text {model }}(\widetilde{f})(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} \widetilde{f}(w) \sum_{\ell=0}^{\infty} \widetilde{H}^{(-\ell), \operatorname{model}}(w) z^{\ell} \frac{d w}{w}=\sum_{\ell=0}^{\infty} \widetilde{c}_{\ell} z^{\ell} \tag{3.64}
\end{align*}
$$

Lemma 3.10. Suppose $f(z) \in V_{\alpha}(R), f(z) \in \widetilde{V}_{\alpha}(R)$ and $h(z) \in H(R)$. Then we have

$$
\begin{array}{lll}
Q^{\text {model }}\left(P^{\text {model }}(h)\right)(z)=h(z) & \text { and } & \widetilde{Q}^{\text {model }}\left(\widetilde{P}^{\text {model }}(h)\right)(z)=h(z), \\
P^{\text {model }}\left(Q^{\text {model }}(f)\right)(z)=f(z) & \text { and } & \widetilde{P}^{\text {model }}\left(\widetilde{Q}^{\text {model }}(\widetilde{f})\right)(z)=\widetilde{f}(z) \tag{3.66}
\end{array}
$$

Hence, $Q^{\text {model }} P^{\text {model }}=\widetilde{Q}^{\text {model }} \widetilde{\sim}^{\text {P }}$ model $=I$ as an operator on $\underset{\sim}{H}(R), P^{\text {model }} Q^{\text {model }}=I$ as an operator on $V_{\alpha}(R)$ and $\widetilde{P}^{\text {model }} \widetilde{Q}^{\text {model }}=I$ as an operator on $\widetilde{V}_{\alpha}(R)$. Moreover, $P^{\text {model }} Q^{\text {model }}$ and $\widetilde{P}{ }^{\text {model }} \widetilde{Q}^{\text {model }}$ have the reproducing kernel representation such that with $|z|<R^{\prime}<R$,

$$
\begin{align*}
& f(z)=P^{\text {model }}\left(Q^{\text {model }}(f)\right)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} f(w) \sum_{k=0}^{\infty} G^{(\ell), \text { model }}(z) H^{(-\ell), \text { model }}(z) \frac{d w}{w}  \tag{3.67}\\
& \widetilde{f}(z)=\widetilde{P}^{\text {model }}\left(\widetilde{Q}^{\text {model }}(\widetilde{f})\right)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} \widetilde{f}(w) \sum_{k=0}^{\infty} \widetilde{G}^{(\ell), \text { model }}(z) \widetilde{H}^{(-\ell), \text { model }}(z) \frac{d w}{w} \tag{3.68}
\end{align*}
$$

Proof. We check the $Q^{\text {model }}\left(P^{\text {model }}(h)\right)(z)$ part of 3.65$)$, and the $\widetilde{Q}^{\text {model }}(\widetilde{P}$ model $(h))(z)$ is analogous. We omit (3.66) since it is parallel to (3.65). We consider,

$$
\begin{align*}
Q^{\text {model }}\left(P^{\text {model }}(h)\right)(z) & =\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} \sum_{k=0}^{\infty} a_{k} G^{(k)}(w) \sum_{\ell=0}^{\infty} H^{(-\ell)}(w) z^{\ell} \frac{d w}{w} \\
& =\sum_{k=0}^{\infty} a_{k}\left(\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} G^{(k)}(w) \sum_{k=0}^{\infty} H^{(-\ell)}(w) z^{\ell} \frac{d w}{w}\right)  \tag{3.69}\\
& =\sum_{k=0}^{\infty} a_{k} z^{k}=h(z) .
\end{align*}
$$

In the special case that $\theta=p / q$ is rational, the operators $P^{\text {model }}, Q^{\text {model }}, \widetilde{P}$ model,$\widetilde{Q}$ model are finite rank operators. To see it, we note that

$$
\begin{equation*}
X^{(\ell+k(p+q)), \text { model }}(z)=X^{(\ell), \operatorname{model}}(z) z^{k(p+q)}, \quad X=G, H, \widetilde{G}, \widetilde{H} \tag{3.70}
\end{equation*}
$$

For $h(z) \in H(R)$, with $\omega=e^{2 \pi i /(p+q)}$,

$$
\begin{align*}
P^{\text {model }}(h)(z) & =\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} h(w) \sum_{\ell=0}^{p+q-1} w^{-\ell} G^{(\ell), \text { model }}(z)\left(\sum_{k=0}^{\infty} \frac{z^{k(p+q)}}{w^{k(p+q)}}\right) \frac{d w}{w} \\
& =\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} h(w) \sum_{\ell=0}^{p+q-1} w^{-\ell} G^{(\ell), \operatorname{model}}(z) \prod_{k=0}^{p+q-1} \frac{w}{w-\omega^{k} z} \frac{d w}{w}  \tag{3.71}\\
& =\frac{1}{p+q} \sum_{k=0}^{p+q-1} h\left(\omega^{k} z\right) \sum_{\ell=0}^{p+q-1}\left(\omega^{k} z\right)^{-\ell} G^{(\ell), \operatorname{model}}\left(\omega^{k} z\right)
\end{align*}
$$

In the last identity, we make use of the residue calculation and the identity that $\prod_{k=1}^{p+q-1}\left(1-\omega^{k}\right)=$ $p+q$. Also for $f(z) \in V_{\alpha}(R)$,

$$
\begin{align*}
Q^{\text {model }}(f)(z) & =\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} f(w) \sum_{\ell=0}^{p+q-1} H^{(-\ell), \text { model }}(w) z^{\ell}\left(\sum_{k=0}^{\infty} \frac{z^{k(p+q)}}{w^{k(p+q)}}\right) \frac{d w}{w} \\
& =\frac{1}{p+q} \sum_{k=0}^{p+q-1} f\left(\omega^{k} z\right) \sum_{\ell=0}^{p+q-1} z^{\ell} H^{(-\ell), \operatorname{model}}\left(\omega^{k} z\right) \tag{3.72}
\end{align*}
$$

Similar formulas hold for $\widetilde{P}^{\text {model }}$ and $\widetilde{Q}^{\text {model }}$.

## 4 Asymptotic analysis of the RH problem for $Y$

To derive the asymptotic behaviour of $p_{n}$ as $n \rightarrow \infty$, one can perform a Deift/Zhou steepest descent analysis of RH problem 2.2 for $Y$. This method is carried out in [55, Section 3] when $\theta$ is an integer, and in this section we will carry it out for all real $\theta>0$. Several steps of this method involve only in the $g$-functions, the global parametrix, and the local parametrix around $b$. These steps are applicable for all $\theta>0$, and they are accomplished in [55, Sections $3.1-3.5$ ], although [55] focuses on integer valued $\theta$. we only recall the formulas there that are to be used in later computations in the current paper and omit the detailed derivations. The construction of the local parametrix around 0 , however, is new.

Later in this paper, we denote

$$
\begin{equation*}
r_{n}:=n^{-\frac{2}{m_{\theta}+1}}, \quad \text { and } \quad \varrho=(\theta+1) \rho=\left(1+\theta^{-1}\right) d_{1} \pi / \sin \left(\frac{\pi}{1+\theta}\right), \tag{4.1}
\end{equation*}
$$

where $m_{\theta}$ and $\rho$ are given in (1.12), and let $r^{(b)}$ be a small constant such that $f_{b}(z)$ in 2.35) maps $D\left(b, r^{(b)}\right)$ conformally to an open region $D_{b}$ containing 0 .

### 4.1 Transforms of RH problem for $Y$ from [55] that are valid for all $\theta>0$

Transform from $Y$ to $Q$ Let $\Sigma_{1} \subseteq \mathbb{C}_{+} \cap \mathbb{H}_{\theta}$ be a contour from 0 to $b$ whose shape to be fixed as follows:

1. In the disk $D\left(0,\left(10 r_{n}\right)^{1+\theta^{-1}}\right)$ where $r_{n}$ is defined in 4.1), $\Sigma_{1}$ is the straight line segment connecting 0 and $\left(10 r_{n}\right)^{1+\theta^{-1}} e^{\gamma i}$, where $\gamma$ is a small constant (cf. Section 3).
2. Let $\sigma_{b} \in \partial D\left(b, r^{(b)}\right)$ such that $f_{b}\left(\sigma_{b}\right)$ is the intersection of the ray $\left\{\arg z=\frac{2 \pi}{3}\right\}$ with $\partial D_{b}$. In the disk $D\left(b, r^{(b)}\right), \Sigma_{1}$ is $f_{b}^{-1}\left(\left\{\arg z=\frac{2 \pi}{3}\right\} \cap D_{b}\right)$, a curve connecting $\sigma_{b}$ and $b$.
3. We denote the part of $\Sigma_{1}$ between $\left(10 r_{n}\right)^{1+\theta^{-1}} e^{\gamma i}$ and $\sigma_{b}$ as $\Sigma_{1}^{R}\left(10 r_{n}\right)$ (see 4.9). We require that $\Sigma_{1}^{R}\left(10 r_{n}\right)$ is a curve lying in $\mathbb{C}_{+} \cap \mathbb{H}_{\theta}$, such that

$$
\begin{equation*}
\Re \phi(z)>\epsilon r_{n} \quad \text { for all } z \in \Sigma_{1}^{R}\left(10 r_{n}\right) \tag{4.2}
\end{equation*}
$$

For some $\epsilon>0$. The existence of such $\Sigma_{1}^{R}\left(10 r_{n}\right)$ is guaranteed by (2.34) that controls $\Re \phi(z)$ as $z$ is above and close to $(0, b)$, and the estimates (2.30) and (2.31) that control $\Re \phi(z)$ as $z$ is close to 0 .

Then let $\Sigma_{2}=\overline{\Sigma_{1}} \subseteq \mathbb{C}_{-} \cap \mathbb{H}_{\theta}$. We call the region enclosed by $\Sigma_{1}$ and $\Sigma_{2}$ the "lens", such that $\mathbb{R}$ divides it into upper and lower parts. Then we denote the contour

$$
\begin{equation*}
\Sigma:=[0,+\infty) \cup \Sigma_{1} \cup \Sigma_{2}, \tag{4.3}
\end{equation*}
$$

as shown in Figure 1, and the orientation of $\Sigma$ is also specified there.
Let $Y=\left(Y_{1}, Y_{2}\right)$ be the solution to RH problem 2.2. As shown in [55, Sections 3.1-3.4], after the explicit and invertible transformations $Y \rightarrow T \rightarrow S \rightarrow Q$, we derive (see [55, Equations (3.1), (3.6) and (3.29)])

$$
\begin{align*}
& Q(z)=\left(Q_{1}(z), Q_{2}(z)\right)=\left(Y_{1}(z) e^{-n g(z)}, Y_{2}(z) e^{n(\widetilde{g}(z)-\ell)}\right) \\
& \times \begin{cases}\left(\begin{array}{cc}
P_{1}^{(\infty)}(z) & 0 \\
0 & P_{2}^{(\infty)}(z)
\end{array}\right)^{-1}, & z \text { outside the lens, } \\
\left(\begin{array}{cc}
1 & 0 \\
\frac{\theta}{z^{\alpha+1-\theta}} e^{-n \phi(z)} & 1
\end{array}\right)\left(\begin{array}{cc}
P_{1}^{(\infty)}(z) & 0 \\
0 & P_{2}^{(\infty)}(z)
\end{array}\right)^{-1}, & z \text { in the lower part of the lens, } \\
\left(\begin{array}{cc}
1 & 0 \\
-\frac{\theta}{z^{\alpha+1-\theta}} e^{-n \phi(z)} & 1
\end{array}\right)\left(\begin{array}{cc}
P_{1}^{(\infty)}(z) & 0 \\
0 & P_{2}^{(\infty)}(z)
\end{array}\right)^{-1}, & z \text { in the upper part of the lens. }\end{cases} \tag{4.4}
\end{align*}
$$

Here $g(z), \widetilde{g}(z)$ and $\phi(z)$ are defined in (2.20), (2.21) and (2.22), and $P_{1}^{(\infty)}(z)$ and $P_{2}^{(\infty)}(z)$ are defined in (2.47) and (2.48).


Figure 1: The contour $\Sigma$. The dashed lines indicate $\mathbb{H}_{\theta}$.
Local parametrix around $b$ Let, with $P_{1}^{(\infty)}$ and $P_{1}^{(\infty)}$ defined in 2.47) and 2.48), (55), Equation (3.37)])

$$
\begin{equation*}
g_{1}^{(b)}(z)=\frac{z^{(\theta-\alpha-1) / 2}}{P_{1}^{(\infty)}(z)}, \quad g_{2}^{(b)}(z)=\frac{z^{(\alpha+1-\theta) / 2}}{\theta P_{2}^{(\infty)}(z)}, \tag{4.5}
\end{equation*}
$$

and let, for $z \in D\left(0, r^{(b)}\right) \backslash \Sigma$, ([55, Equation (3.43)])

$$
E^{(b)}(z)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
g_{1}^{(b)}(z) & 0  \tag{4.6}\\
0 & g_{2}^{(b)}(z)
\end{array}\right)^{-1} e^{\frac{\pi i}{4} \sigma_{3}}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
n^{\frac{1}{6}} f_{b}(z)^{\frac{1}{4}} & 0 \\
0 & n^{-\frac{1}{6}} f_{b}(z)^{-\frac{1}{4}}
\end{array}\right) .
$$

The local parametrix $P^{(b)}(z)$ is the $2 \times 2$ matrix-valued function ([55), Equations (3.38) and (3.42)])

$$
P^{(b)}(z):=E^{(b)}(z) \Psi^{(\mathrm{Ai})}\left(n^{\frac{2}{3}} f_{b}(z)\right)\left(\begin{array}{cc}
e^{-\frac{n}{2} \phi(z)} g_{1}^{(b)}(z) & 0  \tag{4.7}\\
0 & e^{\frac{n}{2} \phi(z)} g_{2}^{(b)}(z)
\end{array}\right), \quad z \in D\left(b, r^{(b)}\right) \backslash \Sigma,
$$

where $\Psi^{(\text {Ai })}$ is the Airy parametrix defined in 2.59 ). We have the following properties of $P^{(b)}(z)$ ([55, RH problem 3.9(3), (4)]):
Proposition 4.1. As $z \rightarrow b,\left(P^{(b)}(z)\right)_{i j}=\mathcal{O}\left((z-b)^{-1 / 4}\right)$ and $\left(P^{(b)}(z)^{-1}\right)_{i j}=\mathcal{O}\left((z-b)^{-1 / 4}\right)$, for $i, j=1,2$. For $z$ on the boundary $\partial D\left(b, r^{(b)}\right)$ (except for the intersecting points with $\Sigma$ ), we have, as $n \rightarrow \infty, P^{(b)}(z)=I+\mathcal{O}\left(n^{-1}\right)$ uniformly.

This proposition follows the limit properties of $P_{1}^{(\infty)}$ and $P_{2}^{(\infty)}$ in 2.52 , and of the Airy function (see [46, Chapter 9]). We omit the proof here, since the detail is given in [55, Section 3.5].

Next, from $Q(z)$ defined in 4.4), we define a vector-valued function $V^{(b)}(z)=\left(V_{1}^{(b)}(z), V_{1}^{(b)}(z)\right)$ by ([55, Equation (3.46)])

$$
\begin{equation*}
V^{(b)}(z)=Q(z) P^{(b)}(z)^{-1}, \quad z \in D\left(b, r^{(b)}\right) \backslash \Sigma . \tag{4.8}
\end{equation*}
$$

Definition and properties of $R^{\text {pre }}$ We define, for $r \geq 0$,

$$
\begin{equation*}
\Sigma_{i}^{R}(r):=\Sigma_{i} \backslash\left\{D\left(0, r^{1+\theta^{-1}}\right) \cup D\left(b, r^{(b)}\right)\right\} \quad \text { and } \quad \Sigma_{i}^{R}=\Sigma_{i}^{R}\left(r_{n}^{1+\theta^{-1}}\right), \quad i=1,2, \tag{4.9}
\end{equation*}
$$

where $D(0,0)=\emptyset$, and

$$
\begin{equation*}
\Sigma^{\text {pre }}:=[0, b] \cup\left[b+r^{(b)}, \infty\right) \cup \partial D\left(b, r^{(b)}\right) \cup \Sigma_{1}^{R}(0) \cup \Sigma_{2}^{R}(0) . \tag{4.10}
\end{equation*}
$$

With $Q=\left(Q_{1}, Q_{2}\right)$ defined in 4.4) and $V^{(b)}=\left(V_{1}^{(b)}, V_{2}^{(b)}\right)$ in 4.8), we define the $1 \times 2$ array of functions $R^{\text {pre }}=\left(R_{1}^{\text {pre }}, R_{2}^{\text {pre }}\right)$ on ( $\left.\mathbb{C} \backslash \Sigma^{\text {pre }}, \mathbb{H}_{\theta} \backslash \Sigma^{\text {pre }}\right)$ by

$$
\begin{align*}
R_{1}^{\text {pre }}(z) & =Q_{1}(z), & & z \in \mathbb{C} \backslash\left(\Sigma^{\text {pre }} \cup D\left(b, r^{(b)}\right)\right), \\
R_{2}^{\text {pre }}(z) & =Q_{2}(z), & & z \in \mathbb{H}_{\theta} \backslash\left(\Sigma^{\text {pre }} \cup D\left(b, r^{(b)}\right)\right),  \tag{4.11}\\
\left(R_{1}^{\text {pre }}, R_{2}^{\text {pre }}\right. & =\left(V_{1}^{(b)}, V_{2}^{(b)}\right), & & R_{1}(z) \text { and } R_{2}(z) \text { on } D^{*}\left(b, r^{(b)}\right) \backslash\left(b-r^{(b)}, b\right) .
\end{align*}
$$

Since $R^{\text {pre }}$ is transformed from $Y$, it satisfies the following RH problem that is derived from RH problem 2.2;

## RH problem 4.2.

(1) $R^{\text {pre }}=\left(R_{1}^{\text {pre }}, R_{2}^{\text {pre }}\right)$ is analytic in $\left(\mathbb{C} \backslash \Sigma^{\text {pre }}, \mathbb{H}_{\theta} \backslash \Sigma^{\text {pre }}\right)$, and is continuous up to the boundary, except for 0 .
(2) For $z \in(0, b) \cup \Sigma_{1}^{R}(0) \cup \Sigma_{2}^{R}(0) \cup\left(b+r^{(b)},+\infty\right)$, we have that $\left(R_{1}^{\text {pre }}\right)_{ \pm}(z)$ and $\left(R_{2}^{\text {pre }}\right)_{ \pm}(z)$ are bounded for $z$ away from 0, and

$$
\begin{equation*}
R_{+}^{\mathrm{pre}}(z)=R_{-}^{\mathrm{pre}}(z) J_{Q}(z) \tag{4.12}
\end{equation*}
$$

where ([55, Equation (3.31)])

$$
J_{Q}(z)= \begin{cases}\left(\begin{array}{cc}
1 & 0 \\
\frac{\theta P_{2}^{(\infty)}(z)}{z^{\alpha+1-\theta} P_{1}^{(\infty)}(z)} e^{-n \phi(z)} & 1
\end{array}\right), & z \in \Sigma_{1}^{R}(0) \cup \Sigma_{2}^{R}(0),  \tag{4.13}\\
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), & z \in(0, b) \\
\left(\begin{array}{cc}
1 & \frac{z^{\alpha+1-\theta} P_{1}^{(\infty)}(z)}{\theta P_{2}^{(\infty)}(z)} e^{n \phi(z)} \\
0 & 1
\end{array}\right), & z \in\left(b+r^{(b)},+\infty\right)\end{cases}
$$

and for $z \in \partial D\left(b, r^{(b)}\right)$,

$$
\begin{equation*}
R_{+}^{\mathrm{pre}}(z)=R_{-}^{\text {pre }}(z) P^{(b)}(z) \tag{4.14}
\end{equation*}
$$

(3) As $z \rightarrow \infty$ in $\mathbb{C}, R_{1}^{\text {pre }}$ behaves as $R_{1}^{\text {pre }}(z)=1+\mathcal{O}\left(z^{-1}\right)$.
(4) As $z \rightarrow \infty$ in $\mathbb{H}_{\theta}, R_{2}^{\text {pre }}$ behaves as $R_{2}^{\text {pre }}(z)=\mathcal{O}(1)$.
(5) As $z \rightarrow 0$ in $\mathbb{C} \backslash \Sigma^{\text {pre }}$, we have

$$
R_{1}^{\mathrm{pre}}(z)= \begin{cases}\mathcal{O}\left(z^{\frac{\theta(\theta-\alpha-1 / 2)}{1+\theta}}\right), & \alpha>\theta-1 \text { and } z \text { inside the lens }  \tag{4.15}\\ \mathcal{O}\left(z^{\frac{\theta}{2(1+\theta)}} \log z\right), & \alpha=\theta-1 \text { and } z \text { inside the lens } \\ \mathcal{O}\left(z^{\frac{\alpha+1-\theta / 2}{1+\theta}}\right), & z \text { outside the lens or }-1<\alpha<\theta-1\end{cases}
$$

(6) As $z \rightarrow 0$ in $\mathbb{H}_{\theta} \backslash \Sigma^{\text {pre }}$, we have

$$
R_{2}^{\text {pre }}(z)= \begin{cases}\mathcal{O}\left(z^{\frac{\theta(\theta-\alpha-1 / 2)}{1+\theta}}\right), & \alpha>\theta-1  \tag{4.16}\\ \mathcal{O}\left(z^{\frac{\theta}{2(1+\theta)}} \log z\right), & \alpha=\theta-1 \\ \mathcal{O}\left(z^{\frac{\alpha+1-\theta / 2}{1+\theta}}\right), & -1<\alpha<\theta-1\end{cases}
$$

(7) As $z \rightarrow$, we have $R_{1}^{\mathrm{pre}}(z)=\mathcal{O}(1)$ and $R_{2}^{\mathrm{pre}}(z)=\mathcal{O}(1)$.
(8) For $x>0$, we have the boundary condition $R_{2}^{\text {pre }}\left(e^{\pi i / \theta} x\right)=R_{2}^{\text {pre }}\left(e^{-\pi i / \theta} x\right)$.

By the regularity assumption in Section 1.3, we have that that there exists $\epsilon>0$ such that for all large enough $n$,

$$
\begin{array}{ll}
\left|\left(J_{Q}\right)_{12}(z)\right|<e^{-\epsilon n}, & z \in\left(b+r^{(b)},+\infty\right) \\
\left|\left(J_{Q}\right)_{21}(z)\right|<e^{-\epsilon n r_{n}}, & z \in\left(\Sigma_{1} \cup \Sigma_{2}\right) \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup D\left(0, r^{(b)}\right)\right) \\
\left|\left(J_{Q}\right)_{21}(z)\right| \rightarrow 0 \text { exponentially fast, } & z \rightarrow \infty \text { from } \mathbb{R}_{+}
\end{array}
$$

(More specifically, (4.17) is from $\sqrt{2.29}$, and $\sqrt{4.18)}$ and $(4.19)$ are from $(4.2)$ and the estimates of $g(z)$ and $\widetilde{g}(z)$ in $(2.30), 2.31),(2.32)$ and 2.33$)$.) We also have, from the estimates of entries of $P^{(b)}(z)$ that are based on the asymptotics of Airy function and the limit formulas (2.30), (2.31), 2.32 and 2.33) of $g(z)$ and $\widetilde{g}(z)$, and the limit formulas 2.53, 2.55 and 2.56) of $P_{1}^{(\infty)}(z)$ and $P_{2}^{(\infty)}(z)$, the estimate that is uniform for all large enough $n$ that for $z \in \partial D\left(b, r^{(b)}\right)$

$$
\begin{align*}
\left|\left(P^{(b)}\right)_{11}(z)-1\right| & =\mathcal{O}\left(n^{-1}\right), & \left|\left(P^{(b)}\right)_{12}(z)\right| & =\mathcal{O}\left(n^{-1}\right)  \tag{4.20}\\
\left|\left(P^{(b)}\right)_{21}(z)\right| & =\mathcal{O}\left(n^{-1}\right), & \left|\left(P^{(b)}\right)_{22}(z)-1\right| & =\mathcal{O}\left(n^{-1}\right) \tag{4.21}
\end{align*}
$$

Since the derivation of (4.20) and (4.21) is given in [55, Section 3.5], we omit further details.
Proposition 4.3. RH problem 4.2 has a unique solution.
The proof of Proposition 4.3 is contained in [55, Proofs of Propositions 3.3 and 3.20]. For completeness, we give a proof below.

Proof of Proposition 4.3. The biorthogonal polynomial $p_{n}(z)=p_{n, n}^{(V)}(z)$ always exists since it is the average characteristic function of the Muttalib-Borodin ensemble, as explained in 555, Equation (1.14)]. It is straightforward to check that $Y=\left(p_{n}, C p_{n}\right)$ is a solution of RH problem 2.2. Since RH problem 4.2 is transformed from RH problem 2.2 , we conclude that at least it has one solution that is transformed from $Y=\left(p_{n}, C p_{n}\right)$.

On the other hand, the uniqueness of RH problem 4.2 is, by taking the transform (4.4) reversely from $Q$ to $Y$, is equivalent to the uniqueness of RH problem 2.2 with the boundary condition " $Y$ has continuous boundary values $Y_{ \pm}$when approaching $(0,+\infty)$ from above $(+)$ and below $(-)$ " replaced by the weaker one " $Y$ has continuous boundary values $Y_{ \pm}$when approaching $(0, b) \cup(b,+\infty)$ from above $(+)$ and below $(-)$, and $Y_{1}(z)=\mathcal{O}\left((z-b)^{-1 / 4}\right)$ and $Y_{2}(z)=\mathcal{O}\left((z-b)^{-1 / 4}\right)$ as $z \rightarrow b "$, and the jump condition 2.38 holds for $x \in(0, b) \cup(b,+\infty)$. Since $Y_{1}(z)$ has a trivial jump along $(0, b) \cup(b,+\infty)$, and it can be extended to an analytic function on $\mathbb{C} \backslash\{0, b\}$. Then since $Y_{1}(z)=\mathcal{O}(1)$ as $z \rightarrow 0$ and $Y_{1}(z)=\mathcal{O}\left((z-b)^{-1 / 4}\right)$ as $z \rightarrow b$, we conclude that $Y_{1}(z)$ extends analytically to a holomorphic function on $\mathbb{C}$, and it is a monic polynomial of degree $n$ due to Item (3) of RH problem 2.2. Similarly, we consider $Y_{3}(z):=Y_{2}\left(z^{1 / \theta}\right)-C Y_{1}\left(z^{1 / \theta}\right)$, and find that it has a trivial jump along $(-\infty, 0) \cup(0, b) \cup(b,+\infty)$, so it extends to an analytical function on $\mathbb{C} \backslash\left\{0, b^{1 / \theta}\right\}$. Also we have $Y_{3}(z)=\mathcal{O}\left(\left(z-b^{1 / \theta}\right)^{-1 / 4}\right)$ as $z \rightarrow b^{1 / \theta}$, and from 2.40 we have

$$
Y_{3}(z)= \begin{cases}\mathcal{O}(1), & \alpha+1-\theta>0  \tag{4.22}\\ \mathcal{O}(\log z), & \alpha+1-\theta=0 \\ \mathcal{O}\left(z^{(\alpha+1) / \theta-1}\right), & \alpha+1-\theta<0\end{cases}
$$

as $z \rightarrow 0$. Hence $Y_{3}(z)$ is holomorphic on $\mathbb{C}$, and by Item (4) of RH problem 2.2 we have that $Y_{3}(z)=0$, that is, $Y_{2}(z)=C Y_{1}(z)$. Now we see from Item (4) of RH problem 2.2 that $Y_{1}(z)$ is the biorthogonal polynomial $p_{n}$, and then $Y=\left(p_{n}, C p_{n}\right)$. We conclude that the solution of RH problem 4.2 is unique.

### 4.2 Local parametrix around 0

### 4.2.1 Transformation of $Q$ into function space $V_{\alpha}^{(n), \text { dressing }}(r)$

We define a transform $\mathcal{T}:\left(X_{1}, X_{2}\right) \mapsto Y$, that maps a pair of functions $\left(X_{1}, X_{2}\right)$ where $X_{1}(z)$ is defined on $\mathbb{C} \backslash \mathbb{R}_{+}$and $X_{2}(z)$ is defined on $\mathbb{H}_{\theta} \backslash \mathbb{R}_{+}$, to a function $Y(z)$ defined on $\mathbb{C} \backslash(\{0\} \cup\{\arg z=$
$\left.\left.0, \pm \frac{\pi}{\theta+1}\right\}\right)$, in the way that

$$
Y(z)= \begin{cases}X_{1}\left(-(-z)^{1+\theta^{-1}}\right), & \arg z \in\left(-\frac{\theta \pi}{1+\theta}, \frac{\theta \pi}{1+\theta}\right),  \tag{4.23}\\ X_{2}\left(z^{1+\theta^{-1}} e^{\frac{\pi}{\theta} i}\right), & \arg z \in\left(\frac{-\pi}{1+\theta}, 0\right), \\ X_{2}\left(z^{1+\theta^{-1}} e^{-\frac{\pi}{\theta} i}\right), & \arg z \in\left(0, \frac{\pi}{1+\theta}\right)\end{cases}
$$

It is clear that $\mathcal{T}^{-1}$ is also well defined. For instance, let id : $z \rightarrow z$ denote the identity function on $\mathbb{C}\left(\right.$ and also on $\left.\mathbb{C} \backslash\left(\{0\} \cup\left\{\arg z=0, \pm \frac{\pi}{\theta+1}\right\}\right)\right)$, then
$\mathcal{T}^{-1}(\mathrm{id})=\left(X_{1}^{\mathrm{id}}, X_{2}^{\mathrm{id}}\right), \quad$ where $\quad X_{1}^{\mathrm{id}}(z)=-(-z)^{\frac{\theta}{\theta+1}}, \quad X_{2}^{\mathrm{id}}(z)= \begin{cases}z^{\frac{\theta}{\theta+1}} e^{\frac{-\pi i}{\theta+1}}, \quad \arg z \in\left(0, \frac{\pi}{\theta}\right), \\ z^{\frac{\theta}{\theta+1}} e^{\frac{\pi i}{\theta+1}}, \quad \arg z \in\left(-\frac{\pi}{\theta}, 0\right) .\end{cases}$
From the function $Q=\left(Q_{1}, Q_{2}\right)$ in 4.4 that satisfies RH problem 4.2, we define a function $U(z)$ as

$$
\begin{equation*}
U=\mathcal{T}\left(Q_{1}, Q_{2}\right) \tag{4.25}
\end{equation*}
$$

Throughout this paper, we only consider $U(z)$ with $|z|<10 r_{n}$. We note that in this region, due to the properties of $Q_{1}, Q_{2}$ that are summarized in Items (2) and (8) of RH problem 4.2, $U(z)$ extends analytically on rays $\{\arg z=0\}$ and $\{\arg z= \pm \pi /(1+\theta)\}$, while it has jumps along the rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$. See Figure 2 . Moreover, $U(z)$ is continuous up to the boundary at the two rays, and satisfies


Figure 2: Expression of $U(z)$ in $Q_{1}(z)$ and $Q_{2}(z) . U(z)$ is discontinuous along the two solid rays.


Figure 3: Expression of $\widetilde{U}(z)$ in $\widetilde{Q}_{1}(z)$ and $\widetilde{Q}_{2}(z) . \widetilde{U}(z)$ is discontinuous along the two solid rays.

$$
U_{+}(z)-U_{-}(z)= \begin{cases}J_{U}(z) U\left(z e^{\frac{2 \pi}{1+\theta^{-1}} i}\right), & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}  \tag{4.26}\\ J_{U}(z) U\left(z e^{-\frac{2 \pi}{1+\theta^{-1}} i}\right), & \arg z=\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\end{cases}
$$

where, with $J_{Q}$ defined in 4.13,

$$
J_{U}(z)= \begin{cases}\left(J_{Q}\left(z^{1+\theta^{-1}} e^{-\frac{\pi}{\theta} i}\right)\right)_{21}, & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}  \tag{4.27}\\ \left(J_{Q}\left(z^{1+\theta^{-1}} e^{\frac{\pi}{\theta} i}\right)\right)_{21}, & \arg z=\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\end{cases}
$$

The limit behaviour of $U(z)$ as $z \rightarrow 0$ can be derived from that of $Q=R^{\text {pre }}$ in 4.15) and 4.16).
Recall the functions $g(z)$ and $\widetilde{g}(z)$ defined in 2.20 and 2.21 , functions $g^{\text {pre }}(z)$ and $\widetilde{g}^{\text {pre }}(z)$ defined in 2.32) and (2.33), functions $P_{1}^{(\infty)}(z)$ and $P_{2}^{(\infty)}(z)$ defined in 2.47) and 2.48), and
functions $P_{1}^{(\infty), \text { pre }}(z)$ and $P_{2}^{(\infty), \text { pre }}(z)$ defined in 2.55) and 2.56). We denote

$$
\begin{equation*}
n_{1}(z)=\frac{P_{1}^{(\infty), \operatorname{pre}}(z)}{P_{1}^{(\infty)}(z)} \frac{e^{n\left(-g(z)+V(z)+\ell-\widetilde{g}_{-}(0)\right)}}{e^{-n g^{\mathrm{pre}}(z)}}, \quad n_{2}(z)=\frac{P_{2}^{(\infty), \operatorname{pre}}(z)}{P_{2}^{(\infty)}(z)} \frac{e^{n\left(\widetilde{g}(z)-\widetilde{g}_{+}(0)\right)}}{e^{n \widetilde{g}^{\mathrm{gre}}(z)} . . . ~ . ~ . ~} \tag{4.28}
\end{equation*}
$$

It is clear that $n_{1}(z)$ is well defined on $D^{*}(0, b) \backslash \mathbb{R}_{+}$and $n_{2}(z)$ is well defined on $\left(D^{*}(0, b) \cap\right.$ $\left.\mathbb{H}_{\theta}\right) \backslash \mathbb{R}_{+}$. By (2.51, 2.28) and the properties of $P_{1}^{(\infty)}, P_{2}^{(\infty)}, P_{1}^{(\infty), \text { pre }}, P_{2}^{(\infty), \text { pre }}, \widetilde{g}, \widetilde{g}^{\text {pre }}$, we have $n_{1}(z)$ and $n_{2}(z)$ are continuous up to the boundary rays and

$$
\begin{equation*}
\left(n_{1}\right)_{+}(x)=\left(n_{2}\right)_{-}(x), \quad\left(n_{2}\right)_{-}(x)=\left(n_{1}\right)_{+}(x), \quad n_{2}\left(x e^{\pi i / \theta}\right)=n_{2}\left(x e^{-\pi i / \theta}\right), \quad \text { for } x \in(0, b) \tag{4.29}
\end{equation*}
$$

Then we define the function $n(z)$ on $D^{*}\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z=0, \pm \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right\}$ by

$$
n(z)= \begin{cases}n_{2}\left(z^{1+\theta^{-1}} e^{\frac{\pi i}{\theta}}\right), & \arg z \in\left(-\frac{\theta^{-1} \pi}{1+\theta^{-1}}, 0\right)  \tag{4.30}\\ n_{2}\left(z^{1+\theta^{-1}} e^{-\frac{\pi i}{\theta}}\right), & \arg z \in\left(0, \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right) \\ n_{1}\left(-(-z)^{1+\theta^{-1}}\right), & \arg (-z) \in\left(-\frac{\pi}{1+\theta^{-1}}, \frac{\pi}{1+\theta^{-1}}\right)\end{cases}
$$

We find that $n(z)$ is analytically extended on the rays $\left\{\arg z=0, \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$ by 4.29$)$, so $n(z)$ is analytic on $D^{*}\left(0, b^{\theta /(\theta+1)}\right)$. Then from the limit behaviours of $P_{1}^{(\infty)}(z), P_{1}^{(\infty), \text { pre }}(z), P_{2}^{(\infty)}(z)$, $P_{2}^{(\infty), \operatorname{pre}}(z), g(z), g^{\text {pre }}(z), \widetilde{g}(z)$ and $\widetilde{g}^{\text {pre }}(z)$ as $z \rightarrow 0$ in 2.53, 2.55, 2.56, 2.30, 2.31, , (2.32), (2.33), we have that $n(z)$ has no singularity at 0 , and $n(z)$ is analytic on $D^{*}\left(0, b^{\theta /(\theta+1)}\right)$. Moreover, by the limit behaviours listed above, we have that

$$
n(z)-1= \begin{cases}\mathcal{O}\left(n^{1-m_{\theta}}\right), & |z| \in[1, C]  \tag{4.31}\\ \mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right), & |z| \in\left[10^{-1} r_{n}, 10 r_{n}\right]\end{cases}
$$

uniformly for all large enough $n$, where $C>1$ is a constant.
Let $f(z)$ be a function whose domain is in $D\left(0, b^{\theta /(\theta+1)}\right)$. We define the transforms $\mathcal{D}$ and $\mathcal{E}$ on $f(z)$ by

$$
\begin{equation*}
\mathcal{D}(f)(z)=n(z) e^{\varrho n z} f(\varrho n z), \quad \mathcal{E}(f)(z)=n^{-1}(z) e^{-\varrho n z} f(\varrho n z) \tag{4.32}
\end{equation*}
$$

where $\varrho$ is defined in (4.1). Suppose $R \in\left(0,10 \rho n r_{n}\right)$ and $f(z)$ is a function defined on $D^{*}(R) \backslash$ $\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$. so that $\mathcal{D}(f)(z)$ is a function on $D^{*}\left(0,(\varrho n)^{-1} R\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$. Hence for any $r \in\left(0,10 r_{n}\right)$, the inverse transform $\mathcal{D}^{-1}$ is well defined on functions on $D^{*}(0, r) \backslash\{\arg z=$ $\left.\pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$. let

$$
\begin{equation*}
V_{\alpha}^{(n), \text { dressing }}(r)=\left\{\mathcal{D}(f)(z): f(z) \in V_{\alpha}(\varrho n r)\right\} \tag{4.33}
\end{equation*}
$$

From Definition 3.1 of function space $V_{\alpha}(R)$, we derive the definition of function space $V_{\alpha}^{(n) \text {,dressing }}(r)$ as follows.

Definition 4.4. $V_{\alpha}^{(n), \text { dressing }}(r)$ consists of functions $f(z)$ on $z \in D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$, such that $r \in\left(0,10 r_{n}\right)$ and

- $f(z)$ is analytic in the sector $\arg (-z) \in\left(\frac{-\pi+\gamma}{1+\theta^{-1}}, \frac{\pi-\gamma}{1+\theta^{-1}}\right)$ and the sector $\arg z \in\left(\frac{-\theta^{-1} \pi-\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right)$ separately, and $f(z)$ is continuous up to the boundary on the two rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$.
- Let the two rays be oriented from 0 to $\infty$. The boundary values of $f$ on the sides of the two rays satisfy

$$
\begin{array}{rlrl}
f_{+}(z)-f_{-}(z) & \left.=-e^{-\frac{2 \alpha+3}{\theta+1} \pi i} e^{\varrho n z\left(1-e^{\frac{-2 \pi}{\theta+1} i}\right.}\right) & n(z) \\
n\left(z e^{-\frac{2 \pi}{\theta+1} i}\right)
\end{array}\left(z e^{-\frac{2 \pi}{\theta+1} i}\right) ~ r e ~ a r g=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}(4 .
$$

where $J_{U}$ defined in (4.27).

- As $z \rightarrow 0, f(z)$ has the limit behaviour depending on $\alpha$ and $\theta$ characterized by (3.2 (3.4).

As $z \rightarrow 0$, the limit behaviour of $U(z)$ that can be found from the limit behaviour of $\left(Q_{1}, Q_{2}\right)=\left(R_{1}^{\text {pre }}, R_{2}^{\text {pre }}\right)$ in 4.15 and 4.16) via the transform formula 4.25). By comparing the discontinuity condition (4.26) and the limit behaviour at 0 of $U$ and Definition 4.4, we find that $U(z)$ belongs to $V^{(n) \text {,dressing }}(r)$ for all $r \in\left(0,10 r_{n}\right)$.

### 4.2.2 Functions $G^{(\ell)}$ and $H^{(\ell)}$, and operators $P^{(0)}$ and $Q^{(0)}$

We apply transform $\mathcal{D}$ to $G^{(\ell), \text { model }}(z)$ and transform $\mathcal{E}$ to $H^{(\ell), \operatorname{model}}(z)$, and get

$$
\begin{equation*}
G^{(\ell)}(z)=(\varrho n)^{-\ell} \mathcal{D}\left(G^{(\ell), \text { model }}\right)(z), \quad H^{(\ell)}(z)=(\varrho n)^{-\ell} \mathcal{E}\left(H^{(\ell), \text { model }}\right)(z) \tag{4.36}
\end{equation*}
$$

$G^{(\ell)}$ is analytic on $D\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$, continuous up to the boundary on the two rays, and if $\ell \in \mathbb{N}$, then $G^{(\ell)}(z) \in V_{\alpha}^{(n), \text { dressing }}(r)$ for all $r \in\left(0,10 r_{n}\right)$. Similarly, $H^{(\ell)}(z)$ is analytic on $D\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, and is continuous up to the boundary on the two rays.

From the definitions (3.23), (3.27), (3.31, (3.35, (4.36), and the estimates (2.17), (3.40) and (4.31), we have the estimate that for any constant $C>1$, if $\zeta \in D(0, C) \backslash(D(0,1) \cup\{\arg z=$ $\left.\pm \frac{\theta^{-1} \frac{1+\gamma}{\pi+\gamma}}{1+\theta^{-1}}\right\}$ ), then

$$
\begin{equation*}
\zeta^{-\ell}\left((\varrho n)^{\ell} G^{(\ell)}\left((\varrho n)^{-1} \zeta\right)-G^{(\ell), \operatorname{model}}(\zeta)\right)=\mathcal{O}\left(n^{1-m_{\theta}}\right) \tag{4.37}
\end{equation*}
$$

and if $\zeta \in D\left(0,10 r_{n}\right) \backslash\left(D\left(0,10^{-1} r_{n}\right) \cup\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}\right)$, then

$$
\begin{equation*}
\left|z^{-\ell}\left(G^{(\ell)}(z)-1\right)\right| \leq M n^{\frac{1-m_{\theta}}{1+m_{\theta}}}, \quad\left|z^{-\ell}\left(H^{(\ell)}(z)-1\right)\right| \leq M n^{\frac{1-m_{\theta}}{1+m_{\theta}}} \tag{4.38}
\end{equation*}
$$

From the operators $P^{\text {model }}: H(R) \rightarrow V_{\alpha}(R)$ and $Q^{\text {model }}: V_{\alpha}(R) \rightarrow H(R)$, we define the operators $P^{(0)}: H(r) \rightarrow V_{\alpha}^{(n) \text {,dressing }}(r)$ and $Q^{(0)}: V_{\alpha}^{(n), \text { dressing }}(r) \rightarrow H(r)$, with $r \in\left(0,10 r_{n}\right)$, as follows. For any $h(z) \in H(r)$, we denote the function $h^{\sharp} \in H(\varrho n r)$ by $h^{\sharp}(z)=h\left((\varrho n)^{-1} z\right)$. For any $h(z) \in H(r)$ with $h(z)=\sum_{\ell=0}^{\infty} a_{\ell} z^{\ell}$, we define, for $z \in D(0, r)$

$$
\begin{equation*}
P^{(0)}(h)(z)=\mathcal{D}\left(P^{\text {model }}\left(h^{\sharp}\right)\right)(z)=\sum_{\ell=0}^{\infty} a_{\ell} G^{(\ell)}(z)=\frac{1}{2 \pi i} \oint_{|w|=r^{\prime}} h(w) \sum_{\ell=0}^{\infty} w^{-\ell} G^{(\ell)}(z) \frac{d w}{w}, \tag{4.39}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$. On the other hand, for any $h(z) \in H(\varrho n r)$, we denote the function $h^{b} \in H(r)$ by $h^{\mathrm{b}}(z)=h(\varrho n z)$. For any $f(z) \in V_{\alpha}^{(n) \text {,dressing }}(r)$, we have that $\left(\mathcal{D}^{-1} f\right)(z) \in V_{\alpha}(\varrho n r)$, and by Lemma 3.9, it has a unique series representation as $\left(\mathcal{D}^{-1} f\right)(z)=\sum_{\ell=0}^{\infty} c_{\ell}(\varrho n)^{-\ell} G^{(\ell), \text { model }}(z)$ for some coefficients $c_{\ell}$. Then $f(z)$ has a unique series representation $f(z)=\sum_{\ell=0}^{\infty} c_{\ell} G^{(\ell)}(z)$. Then for such $f(z) \in V_{\alpha}^{(n), \text { dressing }}(r)$, we define, for $z \in D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$

$$
\begin{equation*}
Q^{(0)}(f)(z)=\left(Q^{\text {model }}\left(\mathcal{D}^{-1}(f)\right)\right)^{b}(z)=\sum_{\ell=0}^{\infty} c_{\ell} z^{\ell}=\frac{1}{2 \pi i} \oint_{|w|=r^{\prime}} f(w) \sum_{\ell=0}^{\infty} H^{(-\ell)}(w) z^{\ell} \frac{d w}{w}, \tag{4.40}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$.
From Lemma 3.10, we derive that that $Q^{(0)} P^{(0)}=I$ as an operator on $H(r)$, and $P^{(0)} Q^{(0)}=$ $I$ as an operator on $V_{\alpha}^{(n) \text {,dressing }}(r)$. Moreover, the latter has a reproducing kernel representation that for all $f(z) \in V_{\alpha}^{(n), \text { dressing }}(r)$ and $z \in D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$

$$
\begin{equation*}
f(z)=P^{(0)}\left(Q^{(0)}(f)\right)(z)=\frac{1}{2 \pi i} \oint_{|w|=r^{\prime}} f(w) \sum_{k=0}^{\infty} G^{(\ell)}(z) H^{(-\ell)}(w) \frac{d w}{w}, \tag{4.41}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$.
Remark 4.5. The operators $P^{(0)}$ and $Q^{(0)}$ defined above are generalizations of the operator $P^{(0)}$ defined in [55, Section 3.6] and its inverse, respectively. We note that when $\theta$ is a rational number, then $P^{(0)}$ and $Q^{(0)}$ degenerate into finite rank operators by (3.71) and (3.72), and can be expressed in a matrix form like [55, Equation (3.127)].

### 4.3 Final transform to $R$ and $\mathcal{R}$

Let

$$
\begin{equation*}
\Sigma^{R}:=[0, b] \cup\left[b+r^{(b)}, \infty\right) \cup \partial D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup \partial D\left(b, r^{(b)}\right) \cup \Sigma_{1}^{R} \cup \Sigma_{2}^{R}, \tag{4.42}
\end{equation*}
$$

where $\Sigma_{i}^{R}=\Sigma_{i}^{R}\left(r_{n}^{1+\theta^{-1}}\right)(i=1,2)$ are defined in 4.9). see Figure 4 for an illustration and the orientation of the arcs.

Let $U \in V_{\alpha}^{(n) \text {,dressing }}\left(10 r_{n}\right)$ be the function defined in (4.25). We define $V(z) \in H\left(10 r_{n}\right)$ by

$$
\begin{equation*}
V(z)=Q^{(0)}(U)(z), \quad z \in D\left(0,10 r_{n}\right) \tag{4.43}
\end{equation*}
$$

Then let

$$
R:=\left(R_{1}, R_{2}\right)= \begin{cases}\left(R_{1}^{\mathrm{pre}}, R_{2}^{\mathrm{pre}}\right), & R_{1}(z) \text { on } \mathbb{C} \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup \Sigma^{R}\right)  \tag{4.44}\\ & \text { and } R_{2}(z) \text { on } \mathbb{H}_{\theta} \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup \Sigma^{R}\right), \\ \mathcal{T}^{-1}(V), & R_{1}(z) \text { on } D^{*}\left(0, r_{n}^{\left.1+\theta^{-1}\right) \backslash \mathbb{R}_{+}}\right. \\ & \text {and } R_{2}(z) \text { on } \mathbb{H}_{\theta} \cap D^{*}\left(0, r_{n}^{1+\theta^{-1}}\right) \backslash \mathbb{R}_{+}\end{cases}
$$

Next, we denote, for $i=1,2$,

$$
\begin{equation*}
\Sigma_{i}^{(1)}:=I_{i}\left(\Sigma_{1}^{R} \cup \Sigma_{2}^{R}\right), \quad \boldsymbol{\Sigma}_{i}^{(2)}:=I_{i}\left(\left(b+r^{(b)},+\infty\right)\right), \quad \boldsymbol{\Sigma}_{i}^{(3)}:=I_{i}\left(\partial D\left(b, r^{(b)}\right)\right), \tag{4.45}
\end{equation*}
$$

and then define

$$
\begin{equation*}
\Sigma^{\prime}=\Sigma_{1}^{(1)} \cup \Sigma_{2}^{(1)} \cup \Sigma_{1}^{(2)} \cup \Sigma_{2}^{(2)} \cup \Sigma_{1}^{(3)} \cup \Sigma_{2}^{(3)} \tag{4.46}
\end{equation*}
$$

We also denote, for a small $r>0$, the contour that encircles -1
$C^{R}(r)=C_{1}^{R}(r) \cup C_{2}^{R}(r) \quad$ where $\quad C_{1}^{R}(r)=I_{1}\left(\partial D\left(0, r^{1+\theta^{-1}}\right)\right), \quad C_{2}^{R}(r)=I_{2}\left(\mathbb{H}_{\theta} \cap \partial D\left(0, r^{1+\theta^{-1}}\right)\right)$,


Figure 4: Schematic contour $\Sigma^{R}$.


Figure 5: Schematic contour $\boldsymbol{\Sigma}$. The circle around $s_{b}$ is $\boldsymbol{\Sigma}_{1}^{(3)} \cup \boldsymbol{\Sigma}_{2}^{(3)}$, and the circle around -1 is $C^{R}\left(r_{n}\right)$. (The shaded region is $D$.)
and denote the region encircled by $C^{R}(r)$ as $D^{R}(r)$. At last, we define

$$
\begin{equation*}
\boldsymbol{\Sigma}(r)=\boldsymbol{\Sigma}^{\prime} \cup C^{R}(r), \quad \text { and } \quad \boldsymbol{\Sigma}=\boldsymbol{\Sigma}\left(r_{n}\right) \tag{4.48}
\end{equation*}
$$

See Figure 5 for illustration.
Next, we define a transform $\mathcal{J}$ from a pair of functions $X=\left(X_{1}, X_{2}\right)$ defined on $\left(\mathbb{C}, \mathbb{H}_{\theta}\right)$ to a function on $\mathbb{C} \backslash(\gamma \cup[-1,0])$, such that

$$
\mathcal{J}(X)(s)= \begin{cases}X_{1}\left(J_{c}(s)\right), & s \in \mathbb{C} \backslash \bar{D}  \tag{4.49}\\ X_{2}\left(J_{c}(s)\right), & s \in D \backslash[-1,0]\end{cases}
$$

For example, we consider two applications of $\mathcal{J}$ : From $\left(X_{1}^{\mathrm{id}}, X_{2}^{\mathrm{id}}\right)$ defined in 4.24) and from $R=\left(R_{1}, R_{2}\right)$ defined in 4.44, and denote

$$
\begin{equation*}
f_{0}(s)=\mathcal{J}\left(\mathcal{T}^{-1}(\mathrm{id})\right)(s)=\mathcal{J}\left(X_{1}^{\mathrm{id}}, X_{2}^{\mathrm{id}}\right)(s)=c^{\frac{\theta}{\theta+1}}(s+1)(-s)^{-\frac{1}{\theta+1}}, \quad \text { and } \quad \mathcal{R}=\mathcal{J}\left(R_{1}, R_{2}\right), \tag{4.50}
\end{equation*}
$$

where the $(-s)^{-1 /(\theta+1)}$ term takes the principal branch and $f_{0}(s)$ is analytic on $\mathbb{C} \subseteq[0,+\infty)$, and $\mathcal{R}$ is defined on on $\mathbb{C} \backslash \boldsymbol{\Sigma}$. Furthermore, suppose $r$ is small enough, we have that the mapping $s \rightarrow f_{0}(s)$ is conformal from $D^{R}(r)$ to $D(0, r)$, and if $X=\left(X_{1}, X_{2}\right)$ satisfies $\mathcal{T}(X)(s)=\varphi(s)$ for $s \in D(0, r)$, then $\mathcal{J}(X)(s)$ is analytic in $D^{R}(r)$ and is given by

$$
\begin{equation*}
\mathcal{J}(X)(s)=\varphi\left(f_{0}(s)\right) \tag{4.51}
\end{equation*}
$$

Hence, $\mathcal{R}(s)=V\left(f_{0}(s)\right)$ for $s \in D^{R}\left(10 r_{n}\right)$.
We have that $\mathcal{R}(s)$ is continuous and bounded on up to boundary $\Sigma^{\prime}$, since $R_{1}^{\text {pre }}(s)$ and $R_{2}^{\text {pre }}(s)$ are continuous and bounded on $\Sigma_{1}^{R} \cup \Sigma_{2}^{R} \cup\left[b+r^{(b)}, \infty\right) \cup \partial D\left(0, r_{n}^{1+\theta^{-1}}\right)$. for $s \in C^{R}\left(r_{n}\right)$, $\mathcal{R}_{+}(s)$ and $\mathcal{R}_{-}(s)$ are continuous and bounded, since they are equal to $\mathcal{J}\left(R^{\text {pre }}\right)(s)$ and $V\left(f_{0}(s)\right)$ respectively.

We denote the function $f^{R}(s)$ for $s \in \boldsymbol{\Sigma}$ as

$$
f^{R}(s)= \begin{cases}\mathcal{R}_{+}(s)-\mathcal{R}_{-}(s), & s \in \boldsymbol{\Sigma} \text { and } s \text { is not an intersection point }  \tag{4.52}\\ 0, & \text { otherwise }\end{cases}
$$

By the property of $\mathcal{R}$ discussed above, $f^{R}(s)$ is bounded and continuous on $\boldsymbol{\Sigma}$ except for the intersection points. Hence

$$
\begin{equation*}
\mathcal{R}(s)-\frac{1}{2 \pi i} \int_{w \in \Sigma} f^{R}(w) \frac{d w}{w-s} \tag{4.53}
\end{equation*}
$$

has trivial discontinuity on $\boldsymbol{\Sigma}$ and can be extended to a holomorphic function on $\mathbb{C}$. By the limit behaviour of $R_{1}(s)=R_{1}^{\text {pre }}(s)$ as $s \rightarrow \infty$ given in Item (3) of RH problem 4.2, we find the holomorphic function in 4.53) converges to 1 as $s \rightarrow \infty$, and it is the constant function 1 by Liouville's theorem. Thus, we have

$$
\begin{equation*}
\mathcal{R}(s)=1+\frac{1}{2 \pi i} \int_{w \in \Sigma} f^{R}(w) \frac{d w}{w-s} \tag{4.54}
\end{equation*}
$$

We also denote the function $g^{R}(s)$ for $s \in \boldsymbol{\Sigma}\left(2 r_{n}\right)$ as

$$
g^{R}(s)= \begin{cases}\mathcal{R}_{-}(s), & s \in \boldsymbol{\Sigma}^{\prime} \text { and } s \text { is not an intersection point }  \tag{4.55}\\ \mathcal{R}(s), & s \in C^{R}\left(2 r_{n}\right) \text { and } s \text { is not an intersection point } \\ 0, & \text { otherwise }\end{cases}
$$

Similar to $f^{R}(s)$, we also have that $g^{R}(s)$ is bounded on $\boldsymbol{\Sigma}\left(2 r_{n}\right)$, and is continuous except for the intersection points.

We define a transform $\Delta^{\prime}$ that acts on functions defined on $\boldsymbol{\Sigma}^{\prime}$. Let $f(s)$ be a function in $s \in \boldsymbol{\Sigma}^{\prime}$, then

$$
\left(\Delta^{\prime} f\right)(s)= \begin{cases}J_{\boldsymbol{\Sigma}_{1}^{(1)}}(s) f(\widetilde{s}), & s \in \boldsymbol{\Sigma}_{1}^{(1)} \text { and } \widetilde{s}=I_{2}\left(J_{c}(s)\right) \in \boldsymbol{\Sigma}_{2}^{(1)},  \tag{4.56}\\ J_{\boldsymbol{\Sigma}_{2}^{(2)}}(s) f(\widetilde{s}), & s \in \boldsymbol{\Sigma}_{2}^{(2)} \text { and } \widetilde{s}=I_{1}\left(J_{c}(s)\right) \in \boldsymbol{\Sigma}_{1}^{(2)} \\ J_{\boldsymbol{\Sigma}_{1}^{(3)}}^{1}(s) f(s)+J_{\boldsymbol{\Sigma}_{2}^{(3)}}^{2}(s) f(\widetilde{s}), & s \in \boldsymbol{\Sigma}_{1}^{(3)} \text { and } \widetilde{s}=I_{2}\left(J_{c}(s)\right) \in \boldsymbol{\Sigma}_{2}^{(3)} \\ J_{\boldsymbol{\Sigma}_{2}^{(3)}}^{1}(s) f(s)+J_{\boldsymbol{\Sigma}_{1}^{(3)}}^{2}(s) f(\widetilde{s}), & s \in \boldsymbol{\Sigma}_{2}^{(3)} \text { and } \widetilde{s}=I_{1}\left(J_{c}(s)\right) \in \boldsymbol{\Sigma}_{1}^{(3)} \\ 0, & s \in \boldsymbol{\Sigma}_{2}^{(1)} \cup \boldsymbol{\Sigma}_{1}^{(2)} \text { or } s \text { is an intersection point },\end{cases}
$$

where all contours do not contain intersection points, and

$$
\begin{array}{ll}
J_{\boldsymbol{\Sigma}_{1}^{(1)}}(s)=\left(J_{Q}\right)_{21}(z), & s \in \boldsymbol{\Sigma}_{1}^{(1)} \text { and } z=J_{c}(s) \in \Sigma_{1}^{R} \cup \Sigma_{2}^{R}, \\
J_{\boldsymbol{\Sigma}_{2}^{(2)}}(s)=\left(J_{Q}\right)_{12}(z), & s \in \boldsymbol{\Sigma}_{2}^{(2)} \text { and } z=J_{c}(s) \in\left(b+r^{(b)},+\infty\right), \\
J_{\boldsymbol{\Sigma}_{1}^{(3)}}^{1}(s)=P_{11}^{(b)}(z)-1, \quad J_{\boldsymbol{\Sigma}_{1}^{(3)}}^{2}(s)=P_{21}^{(b)}(z), & s \in \boldsymbol{\Sigma}_{1}^{(3)} \text { and } z=J_{c}(s) \in \partial D\left(b, r^{(b)}\right), \\
J_{\boldsymbol{\Sigma}_{2}^{(3)}}^{1}(s)=P_{22}^{(b)}(z)-1, \quad J_{\boldsymbol{\Sigma}_{2}^{(3)}}^{2}(s)=P_{12}^{(b)}(z), & s \in \boldsymbol{\Sigma}_{2}^{(3)} \text { and } z=J_{c}(s) \in \partial D\left(b, r^{(b)}\right) . \tag{4.60}
\end{array}
$$

We also define a transform $\Delta_{2 r_{n}, r_{n}}$ that maps a function $f$ on $C^{R}\left(2 r_{n}\right)$ to a function $\Delta_{2 r_{n}, r_{n}} f$ on $C^{R}\left(r_{n}\right)$, such that, with $f_{0}$ defined in 4.50, for $s \in C^{R}\left(r_{n}\right)$,

$$
\begin{equation*}
\left(\Delta_{2 r_{n}, r_{n}} f\right)(s)=\frac{1}{2 \pi i} \oint_{|w|=2 r_{n}} f\left(f_{0}^{-1}(w)\right) \sum_{\ell=0}^{\infty} H^{(-\ell)}(w)\left(G^{(\ell)}\left(f_{0}(s)\right)-\left(f_{0}(s)\right)^{\ell}\right) \frac{d w}{w} \tag{4.61}
\end{equation*}
$$

Then for a function $f$ defined on $\boldsymbol{\Sigma}\left(2 r_{n}\right)$, we define the transform $\Delta$ maps $f$ to a function $\Delta(f)$ on $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}\left(r_{n}\right)$, as

$$
\Delta(f)(s)= \begin{cases}\left(\Delta^{\prime} f\right)(s), & s \in \boldsymbol{\Sigma}^{\prime} \text { and } s \text { is not an intersection point }  \tag{4.62}\\ \left(\Delta_{2 r_{n}, r_{n}} f\right)(s), & s \in C^{R}\left(r_{n}\right) \text { and } s \text { is not an intersection point } \\ 0, & \text { otherwise }\end{cases}
$$

For a function $g$ defined on $\boldsymbol{\Sigma}$, the transform $\mathcal{C}$ maps $g$ to a function defined on $\boldsymbol{\Sigma}\left(2 r_{n}\right)$ as

$$
\begin{align*}
& \mathcal{C}(g)(s)= \\
& \begin{cases}\frac{1}{2 \pi i} \int_{\boldsymbol{\Sigma}} g(w) \frac{d w}{w-s}, & s \in C^{R}\left(2 r_{n}\right) \text { and } s \text { is not an intersection point, } \\
\lim _{s^{\prime} \rightarrow s} \text { from - side } \frac{1}{2 \pi i} \int_{\Sigma} g(w) \frac{d w}{w-s^{\prime}}, & s \in \boldsymbol{\Sigma}^{\prime} \text { and } s \text { is not an intersection point, } \\
0, & \text { otherwise. }\end{cases} \tag{4.63}
\end{align*}
$$

Although we have not specify the domain of the transforms $\Delta$ and $\mathcal{C}$, it is clear that they are well defined on $f^{R}$ and $g^{R}$ respectively, and $\Delta(1)$ is also well defined, where 1 stands for the constant function on $\boldsymbol{\Sigma}\left(2 r_{n}\right)$. Moreover, we have the identities

$$
\begin{equation*}
\Delta\left(g^{R}\right)=f^{R}, \quad \mathcal{C}\left(f^{R}\right)+1=g^{R}, \quad \Delta \mathcal{C}\left(f^{R}\right)+\Delta(1)=f^{R} \tag{4.64}
\end{equation*}
$$

Now we put $\Delta$ and $\mathcal{C}$ into appropriate function spaces. We define the $L^{2}$ spaces $L^{2}\left(\boldsymbol{\Sigma}^{\prime}\right)$, $L^{2}\left(C^{R}(r)\right), L^{2}(\boldsymbol{\Sigma})$ and $L^{2}(\boldsymbol{\Sigma}(r))$, which consist of functions on $\boldsymbol{\Sigma}^{\prime}, C^{R}(r), \boldsymbol{\Sigma}=\boldsymbol{\Sigma}\left(r_{n}\right)$ and $\boldsymbol{\Sigma}(r)$ respectively, with the inner products defined by $|d s|$ means the arc length integral)

$$
\begin{equation*}
\langle f, g\rangle_{L^{2}(\star)}=\oint_{\star} f(s) \overline{g(s)}|d s|, \quad \star=\boldsymbol{\Sigma}^{\prime}, C^{R}(r), \boldsymbol{\Sigma}, \boldsymbol{\Sigma}(r) . \tag{4.65}
\end{equation*}
$$

As an example, we see that $f^{R} \in L^{2}(\boldsymbol{\Sigma})$, since $f^{R}(s)$ is bounded on $\boldsymbol{\Sigma}$ and continuous there, except for the intersection points, and $f^{R}(s)$ vanishes fast as $s \rightarrow \infty$.

Below we give the estimates of the norms of operators and functions in the $L^{2}$ spaces. Unless stated otherwise, all estimates are uniform for all large enough $n$. By the estimates (4.17), 4.18), 4.20 and 4.21, we have that the transform $\Delta^{\prime}$ defined in (4.56) is a bounded operator on $L^{2}\left(\boldsymbol{\Sigma}^{\prime}\right)$, and

$$
\begin{equation*}
\left\|\Delta^{\prime}\right\|_{L^{2}\left(\Sigma^{\prime}\right)}=\mathcal{O}\left(n^{-1}\right) \tag{4.66}
\end{equation*}
$$

Also by the estimates (4.38), we have that the transform $\Delta_{2 r_{n}, r_{n}}$ is a bounded operator from $L^{2}\left(C^{R}\left(2 r_{n}\right)\right)$ to $L^{2}\left(C^{R}(r)\right)$, and for any $g \in L^{2}\left(C^{R}\left(2 r_{n}\right)\right)$ with $\|g\|_{L^{2}\left(C^{R}\left(2 r_{n}\right)\right)} \neq 0$,

$$
\begin{equation*}
\frac{\left\|\Delta_{2 r_{n}, r_{n}} g\right\|_{L^{2}\left(C^{R}\left(r_{n}\right)\right)}}{\|g\|_{L^{2}\left(C^{R}\left(2 r_{n}\right)\right)}}=\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right) . \tag{4.67}
\end{equation*}
$$

From the estimates of the operator norms of $\Delta^{\prime}$ and $\Delta_{2 r_{n}, r_{n}}$ above, we have that the transform $\Delta$ defined in (4.62) is a bounded operator from $L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)$ to $L^{2}(\boldsymbol{\Sigma})$, and for any $f \in L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)$ with $\|f\|_{L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)} \neq 0$

$$
\begin{equation*}
\frac{\|\Delta(f)\|_{L^{2}(\boldsymbol{\Sigma})}}{\|f\|_{L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)}}=\mathcal{O}\left(n^{\frac{1-m_{\theta}}{m_{1-\theta}}}\right) . \tag{4.68}
\end{equation*}
$$

We note that although the constant function 1 on $\boldsymbol{\Sigma}\left(2 r_{n}\right)$ is not in $L^{2}\left(\boldsymbol{\Sigma}^{\prime}\right)$ or $L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)$, $\Delta(1) \in L^{2}(\boldsymbol{\Sigma})$ and

$$
\begin{equation*}
\|\Delta(1)\|_{L^{2}(\boldsymbol{\Sigma})}=\|\Delta(1)\|_{L^{2}\left(\boldsymbol{\Sigma}^{\prime}\right)}+\|\Delta(1)\|_{L^{2}\left(C^{R}\left(r_{n}\right)\right)}=\mathcal{O}\left(n^{-1}\right)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}} \cdot \sqrt{2 r_{n}}\right)=\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right) . \tag{4.69}
\end{equation*}
$$

By standard properties of Cauchy transform, we also have that the transform $\mathcal{C}$ defined in (4.63) is a bounded operator from $L^{2}(\boldsymbol{\Sigma})$ to $L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)$, and for any $g \in L^{2}(\boldsymbol{\Sigma})$ with $\|g\|_{L^{2}(\boldsymbol{\Sigma})} \neq 0$

$$
\begin{equation*}
\frac{\|\mathcal{C}(g)\|_{L^{2}\left(\Sigma\left(2 r_{n}\right)\right)}}{\|g\|_{L^{2}(\boldsymbol{\Sigma})}}=\mathcal{O}(1) . \tag{4.70}
\end{equation*}
$$

We conclude this subsection by the following lemma:

Lemma 4.6. There exists $C>0$, such that for all large enough $n$, (i) $|\mathcal{R}(s)-1|<C n^{\frac{1-m_{\theta}}{1+m_{\theta}}}$ for $s \in D^{R}\left(r_{n} / 2\right)$, and (ii) $\lim _{s \rightarrow 0}|\mathcal{R}(s)-1|<C n^{\frac{-m_{\theta}}{m_{\theta}+1}}$.
Proof. By the estimates of the operator norms of $\Delta$ and $\mathcal{C}$ above, we find that the equation

$$
\begin{equation*}
\Delta \mathcal{C} f+\Delta(1)=f \tag{4.71}
\end{equation*}
$$

has a unique solution $(1-\Delta \mathcal{C})^{-1}(\Delta(1))$ in $L^{2}(\boldsymbol{\Sigma})$, and its norm

$$
\begin{equation*}
\|f\|_{L^{2}(\boldsymbol{\Sigma})}=\left\|(1-\Delta \mathcal{C})^{-1}(\Delta(1))\right\|_{L^{2}(\boldsymbol{\Sigma})} \leq\left\|(1-\Delta \mathcal{C})^{-1}\right\|_{L^{2}(\boldsymbol{\Sigma})}\|\Delta(1)\|_{L^{2}(\boldsymbol{\Sigma})}=\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right) \tag{4.72}
\end{equation*}
$$

On the other hand, since $f^{R} \in L^{2}(\boldsymbol{\Sigma})$ and it satisfies this equation, Hence the solution $f^{R}$, and we have that $\left\|f^{R}\right\|_{L^{2}(\boldsymbol{\Sigma})}=\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)$.

For $s \in D^{R}\left(r_{n} / 2\right)$, we have, by (4.54) and the Cauchy-Schwarz inequality,

$$
\begin{equation*}
|\mathcal{R}(s)-1| \leq\left\|f^{R}\right\|_{L^{2}(\Sigma)}\left\|\frac{1}{2 \pi(w-s)}\right\|_{L^{2}(\Sigma)}=\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right) \mathcal{O}\left(n^{\frac{1}{m_{\theta}+1}}\right)=\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right) \tag{4.73}
\end{equation*}
$$

where $1 /(2 \pi(w-s))$ is regarded as a function in $w \in \boldsymbol{\Sigma}$.
As $s \rightarrow 0$, we consider the integral in (4.54) on $\boldsymbol{\Sigma}_{2}^{(2)}$ and $\boldsymbol{\Sigma} \backslash \boldsymbol{\Sigma}_{2}^{(2)}$ separately, and have

$$
\begin{equation*}
|\mathcal{R}(s)-1| \leq \frac{1}{2 \pi} \int_{\boldsymbol{\Sigma}_{2}^{(2)}} \frac{J_{\boldsymbol{\Sigma}_{2}^{(2)}}\left(s^{\prime}\right)}{s^{\prime}-s} g^{R}\left(\widetilde{s}^{\prime}\right) d s^{\prime}+\left\|f^{R}\right\|_{L^{2}(\boldsymbol{\Sigma})}\left\|\frac{1_{w \notin \Sigma_{2}^{(2)}}}{2 \pi(w-s)}\right\|_{L^{2}(\boldsymbol{\Sigma})}, \tag{4.74}
\end{equation*}
$$

where $\widetilde{s}^{\prime}=I_{1}\left(J_{c}\left(s^{\prime}\right)\right) \in \boldsymbol{\Sigma}_{1}^{(2)}$. We find that the first integral term is $\mathcal{O}\left(e^{-\epsilon r_{n}}\right)$ for some $\epsilon>0$ due to the estimates 4.18) and 4.19) of $J_{\Sigma_{2}^{(2)}}\left(s^{\prime}\right)=\left(J_{Q}\right)_{12}\left(z^{\prime}\right)$ where $z^{\prime}=J_{c}\left(s^{\prime}\right)$ and the boundedness of $\left\|g^{R}\left(z^{\prime}\right)\right\|_{L^{2}(\boldsymbol{\Sigma})}$, and the second product term is $\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)$. Hence we prove the result.

## 5 Asymptotic analysis of the RH problem for $\widetilde{Y}$

We take a parallel approach as for the RH problem for $Y$ in Section 4, and omit analogous technical details.

### 5.1 Transforms of RH problem for $\tilde{Y}$ from [55] that are valid for all $\theta>0$

Transform from $\widetilde{Y}$ to $\widetilde{Q}$ Let $\Sigma_{1} \subseteq \mathbb{C}_{+} \cap \mathbb{H}_{\theta}, \Sigma_{2}=\overline{\Sigma_{1}}$ be a contour from 0 to $b$, as defined in Section 4.1, and $\Sigma$ be defined in (4.3).

Analogous to 4.4, we have, as shown in [55, Sections 4.1-4.4], the explicit and invertible transformations $\widetilde{Y} \rightarrow \widetilde{T} \rightarrow \widetilde{S} \rightarrow \widetilde{Q}$, we derive (see [55, Equations (4.1), (4.5) and (4.20)])

$$
\begin{align*}
\widetilde{Q}(z) & =\left(\widetilde{Q}_{1}(z), \widetilde{Q}_{2}(z)\right)=\left(\widetilde{Y}_{1}(z) e^{-n \widetilde{g}(z)}, \widetilde{Y}_{2}(z) e^{n(g(z)-\ell)}\right) \\
& \times\left\{\begin{array}{ll}
\left(\widetilde{P}_{1}^{(\infty)}(z)\right. & 0 \\
0 & \widetilde{P}_{2}^{(\infty)}(z)
\end{array}\right)^{-1}  \tag{5.1}\\
\left(\begin{array}{cc}
1 & 0 \\
z^{-\alpha} e^{-n \phi(z)} & 1
\end{array}\right)\left(\begin{array}{cc}
\widetilde{P}_{1}^{(\infty)}(z) & 0 \\
0 & \widetilde{P}_{2}^{(\infty)}(z)
\end{array}\right)^{-1}, & z \text { outside the lens, the lower part of the lens, } \\
\left(\begin{array}{cc}
1 & 0 \\
-z^{-\alpha} e^{-n \phi(z)} & 1
\end{array}\right)\left(\begin{array}{cc}
\widetilde{P}_{1}^{(\infty)}(z) & 0 \\
0 & \widetilde{P}_{2}^{(\infty)}(z)
\end{array}\right)^{-1}, & z \text { in the upper part of the lens. }
\end{align*}
$$

Here $g(z), \widetilde{g}(z)$ and $\phi(z)$ are defined in (2.20), (2.21) and (2.22), and $\widetilde{P}_{1}^{(\infty)}(z)$ and $\widetilde{P}_{2}^{(\infty)}(z)$ are defined in (2.48) and (2.47).

Local parametrix around $b$ Let $r^{(b)}$ be the small positive constant the same as in Section 4. local conformal mapping $f_{b}(z)$ at $b$ be defined in 2.35$)$, and $\widetilde{P}_{1}^{(\infty)}(z)$ and $\widetilde{P}_{2}^{(\infty)}(z)$ be defined in (2.48) and (2.47). Analogous to (4.5), we define ([55, Equation (4.26)])

$$
\begin{equation*}
\widetilde{g}_{1}^{(b)}(z)=\frac{z^{-\alpha / 2}}{\widetilde{P}_{1}^{(\infty)}(z)}, \quad \widetilde{g}_{2}^{(b)}(z)=\frac{z^{\alpha / 2}}{\widetilde{P}_{2}^{(\infty)}(z)} \tag{5.2}
\end{equation*}
$$

and let, for $z \in D\left(0, r^{(b)}\right) \backslash \Sigma$, ([55, Equation (4.27)])

$$
\widetilde{E}^{(b)}(z)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\widetilde{g}_{1}^{(b)}(z) & 0  \tag{5.3}\\
0 & \widetilde{g}_{2}^{(b)}(z)
\end{array}\right)^{-1} e^{\frac{\pi i}{4} \sigma_{3}}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
n^{\frac{1}{6}} f_{b}(z)^{\frac{1}{4}} & 0 \\
0 & n^{-\frac{1}{6}} f_{b}(z)^{-\frac{1}{4}}
\end{array}\right)
$$

Analogous to $P^{(b)}(z)$ defined in (4.7), local parametrix $\widetilde{P}^{(b)}(z)$ is the $2 \times 2$ matrix-valued function ([55, Equations (3.38) and (4.27)])

$$
\widetilde{P}^{(b)}(z):=\widetilde{E}^{(b)}(z) \Psi^{(\mathrm{Ai})}\left(n^{\frac{2}{3}} f_{b}(z)\right)\left(\begin{array}{cc}
e^{-\frac{n}{2} \phi(z)} \widetilde{g}_{1}^{(b)}(z) & 0  \tag{5.4}\\
0 & e^{\frac{n}{2} \phi(z)} \widetilde{g}_{2}^{(b)}(z)
\end{array}\right), \quad z \in D\left(b, r^{(b)}\right) \backslash \Sigma
$$

where $\Psi^{(\mathrm{Ai})}$ is the Airy parametrix defined in 2.59 . Analogous to Proposition 4.1, we have the following properties of $\widetilde{P}^{(b)}(z)$ ([55, RH problem 4.8(3), (4)]):
Proposition 5.1. As $z \rightarrow b$, $\left(\widetilde{P}^{(b)}(z)\right)_{i j}=\mathcal{O}\left((z-b)^{-1 / 4}\right)$ and $\left(\widetilde{P}^{(b)}(z)^{-1}\right)_{i j}=\mathcal{O}\left((z-b)^{-1 / 4}\right)$, for $i, j=1,2$. For $z$ on the boundary $\partial D\left(b, r^{(b)}\right)$ (except for the intersecting points with $\Sigma$ ), we have, as $n \rightarrow \infty, \widetilde{P}^{(b)}(z)=I+\mathcal{O}\left(n^{-1}\right)$ uniformly.

The proof is identical to that of Proposition 4.1, and is omitted here. Next, analogous to (4.8), from $\widetilde{Q}(z)$ defined in (5.1), we define a vector-valued function $\widetilde{V}^{(b)}(z)=\left(\widetilde{V}_{1}^{(b)}(z), \widetilde{V}_{1}^{(b)}(z)\right)$ by ([55, Equation (4.29)])

$$
\begin{equation*}
\widetilde{V}^{(b)}(z)=\widetilde{Q}(z) \widetilde{P}^{(b)}(z)^{-1}, \quad z \in D\left(b, r^{(b)}\right) \backslash \Sigma \tag{5.5}
\end{equation*}
$$

Definition and properties of $\widetilde{R}^{\text {pre }} \operatorname{Let} \Sigma_{1}^{R}, \Sigma_{2}^{R}, \Sigma_{1}^{R}(r), \Sigma_{2}^{R}(r)$ be defined as in (4.9), and $\Sigma^{\text {pre }}$ be defined as in (4.10). With $\widetilde{Q}=\left(\widetilde{Q}_{1}, \widetilde{Q}_{2}\right)$ defined in (5.1) and $\widetilde{V}^{(b)}=\left(\widetilde{V}_{1}^{(b)}, \widetilde{V}_{2}^{(b)}\right)$ in (5.5), we define the $1 \times 2$ array of functions $\widetilde{R}^{\text {pre }}=\left(\widetilde{R}_{1}^{\text {pre }}, \widetilde{R}_{2}^{\text {pre }}\right)$ on $\left(\mathbb{H}_{\theta} \backslash \Sigma^{\text {pre }}, \mathbb{C} \backslash \Sigma^{\text {pre }}\right)$ by

$$
\begin{align*}
\widetilde{R}_{1}^{\text {pre }}(z) & =\widetilde{Q}_{1}(z), & & z \in \mathbb{H}_{\theta} \backslash\left(\Sigma^{\text {pre }} \cup D\left(b, r^{(b)}\right)\right), \\
\widetilde{R}_{2}^{\text {pre }}(z) & =\widetilde{Q}_{2}(z), & & z \in \mathbb{C} \backslash\left(\Sigma^{\text {pre }} \cup D\left(b, r^{(b)}\right)\right),  \tag{5.6}\\
\left(\widetilde{R}_{1}^{\text {pre }}, \widetilde{R}_{2}^{\text {pre }}\right) & =\left(\widetilde{V}_{1}^{(b)}, \widetilde{V}_{2}^{(b)}\right), & & \widetilde{R}_{1}(z) \text { and } \widetilde{R}_{2}(z) \text { on } D^{*}\left(b, r^{(b)}\right) \backslash\left(b-r^{(b)}, b\right) .
\end{align*}
$$

Since $\widetilde{R}^{\text {pre }}$ is transformed from $\widetilde{Y}$, it satisfies the following RH problem that is derived from RH problem 2.3, that is analogous to RH problem 4.2;

## RH problem 5.2.

(1) $\widetilde{R}^{\text {pre }}=\left(\widetilde{R}_{1}^{\text {pre }}, \widetilde{R}_{2}^{\text {pre }}\right)$ is analytic in $\left(\mathbb{H}_{\theta} \backslash \Sigma^{\text {pre }}, \mathbb{C} \backslash \Sigma^{\text {pre }}\right)$, and is continuous up to the boundary, except for 0 .
(2) For $z \in(0, b) \cup \Sigma_{1}^{R}(0) \cup \Sigma_{2}^{R}(0) \cup\left(b+r^{(b)},+\infty\right)$, we have that $\left(R_{1}^{\text {pre }}\right)_{ \pm}(z)$ and $\left(R_{2}^{\text {pre }}\right)_{ \pm}(z)$ are bounded for $z$ away from 0 , and

$$
\begin{equation*}
\widetilde{R}_{+}^{\text {pre }}(z)=\widetilde{R}_{-}^{\text {pre }}(z) J_{\widetilde{Q}}(z) \tag{5.7}
\end{equation*}
$$

where ([55, Equation (4.22)])

$$
J_{\widetilde{Q}}(z)= \begin{cases}\left(\begin{array}{cl}
1 & 0 \\
\left(\widetilde{P}_{2}^{(\infty)}(z)\right. \\
\widetilde{P}_{1}^{(\infty)}(z) \\
z^{-\alpha} e^{-n \phi(z)} & 1
\end{array}\right), & z \in \Sigma_{1}^{R}(0) \cup \Sigma_{2}^{R}(0),  \tag{5.8}\\
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), & z \in(0, b), \\
\left(\begin{array}{ll}
1 & \widetilde{P}_{\tilde{P}}^{(\infty)}(z) \\
\tilde{P}_{2}^{(\infty)}(z) \\
0 & 1
\end{array}\right), & z \in\left(b+r^{n \phi(z)},+\infty\right) .\end{cases}
$$

and for $z \in \partial D\left(b, r^{(b)}\right)$,

$$
\begin{equation*}
\widetilde{R}_{+}^{\text {pre }}(z)=\widetilde{R}_{-}^{\text {pre }}(z) \widetilde{P}^{(b)}(z) . \tag{5.9}
\end{equation*}
$$

(3) As $z \rightarrow \infty$ in $\mathbb{H}_{\theta}, \widetilde{R}_{1}^{\text {pre }}$ behaves as $\widetilde{R}_{1}^{\text {pre }}(z)=1+\mathcal{O}\left(z^{-\theta}\right)$.
(4) As $z \rightarrow \infty$ in $\mathbb{C}, \widetilde{R}_{2}^{\text {pre }}$ behaves as $\widetilde{R}_{2}^{\text {pre }}(z)=\mathcal{O}(1)$.
(5) As $z \rightarrow 0$ in $\mathbb{H}_{\theta} \backslash \Sigma$, we have

$$
\widetilde{R}_{1}^{\text {pre }}(z)= \begin{cases}\mathcal{O}\left(z^{\frac{\theta-2 \alpha}{2(1+\theta)}}\right), & \alpha>0 \text { and } z \text { inside the lens, }  \tag{5.10}\\ \mathcal{O}\left(z^{\frac{\theta / 2}{1+\theta}} \log z\right), & \alpha=0 \text { and } z \text { inside the lens, } \\ \mathcal{O}\left(z^{\frac{(\alpha+1 / 2) \theta}{1+\theta}}\right), & z \text { outside the lens or }-1<\alpha<0 .\end{cases}
$$

(6) As $z \rightarrow 0$ in $\mathbb{C} \backslash \Sigma$, we have

$$
\widetilde{R}_{2}^{\text {pre }}(z)= \begin{cases}\mathcal{O}\left(z^{\frac{\theta-2 \alpha}{2(1+\theta)}}\right), & \alpha>0,  \tag{5.11}\\ \mathcal{O}\left(z^{2(1+\theta)} \log z\right), & \alpha=0, \\ \mathcal{O}\left(z^{\frac{\theta(1+2 \alpha}{2(1+\theta)}}\right), & \alpha<0 .\end{cases}
$$

(7) As $z \rightarrow b$, we have $\widetilde{R}_{1}^{\text {pre }}(z)=\mathcal{O}(1)$ and $\widetilde{R}_{2}^{\text {pre }}(z)=\mathcal{O}(1)$.
(8) For $x>0$, we have the boundary condition $\widetilde{R}_{1}^{\text {pre }}\left(e^{\pi i / \theta} x\right)=\widetilde{R}_{1}^{\text {pre }}\left(e^{-\pi i / \theta} x\right)$.

By the regularity assumption in Section 1.3 and analogous to (4.17), 4.18), (4.20) and (4.21), we have that that there exists $\epsilon>0$ such that

$$
\begin{array}{ll}
\left|\left(J_{\widetilde{Q}}\right)_{12}(z)\right|<e^{-\epsilon n}, & z \in\left(b+r^{(b)},+\infty\right), \\
\left|\left(J_{\widetilde{Q}}\right)_{21}(z)\right|<e^{-\epsilon n r_{n}}, & z \in\left(\Sigma_{1} \cup \Sigma_{2}\right) \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup D\left(0, r^{(b)}\right)\right) . \tag{5.13}
\end{array}
$$

and for $z \in \partial D\left(b, r^{(b)}\right)$

$$
\begin{align*}
\left|\left(\widetilde{P}^{(b)}\right)_{11}(z)-1\right| & =\mathcal{O}\left(n^{-1}\right), & \left|\left(\widetilde{P}^{(b)}\right)_{12}(z)\right| & =\mathcal{O}\left(n^{-1}\right),  \tag{5.14}\\
\left|\left(\widetilde{P}^{(b)}\right)_{21}(z)\right| & =\mathcal{O}\left(n^{-1}\right), & \left|\left(\widetilde{P}^{(b)}\right)_{22}(z)-1\right| & =\mathcal{O}\left(n^{-1}\right) .
\end{align*}
$$

These estimates are uniform for all large enough $n$, and we omit the derivations.
Analogous to Proposition 4.3, we have
Proposition 5.3. RH problem 5.2 has a unique solution.
The proof is omitted since it is analogous to that of Proposition 4.3.

### 5.2 Local parametrix around 0

### 5.2.1 Transformation of $Q$ into function space $V_{\alpha}^{(n), \text { dressing }}(r)$

Let the transform $\mathcal{T}$ be defined by (4.23). We define a function $\widetilde{U}(s)$ from $\widetilde{Q}=\left(\widetilde{Q}_{1}, \widetilde{Q}_{2}\right)$ in (5.1), analogous to $U(s)$ in (4.25), by

$$
\begin{equation*}
\widetilde{U}=\mathcal{T}\left(\widetilde{Q}_{2}, \widetilde{Q}_{1}\right) \tag{5.16}
\end{equation*}
$$

Throughout this paper, we only consider $U(s)$ with $|s|<10 r_{n}$. Like $U(s), \widetilde{U}(s)$ is well defined by analytic continuation on the rays $\{\arg z=0\}$ and $\{\arg s= \pm \pi /(\theta+1)\}$, while it has jumps along the rays $\left\{\arg s= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, see Figure 3 . Moreover, $\widetilde{U}(s)$ is continuous up to the boundary at the two rays, and satisfies

$$
\widetilde{U}_{+}(z)-\widetilde{U}_{-}(z)= \begin{cases}J_{\widetilde{U}}(z) \widetilde{U}\left(z e^{\frac{2 \pi}{1+\theta^{-1} i}}\right), & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}},  \tag{5.17}\\ J_{\widetilde{U}}(z) \widetilde{U}\left(z e^{-\frac{2 \pi}{1+\theta^{-1}} i}\right), & \arg z=\frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}},\end{cases}
$$

where, with $J_{\widetilde{Q}}$ defined in (5.8),

$$
J_{\widetilde{U}}(z)= \begin{cases}\left(J_{\widetilde{Q}}\left(z^{1+\theta^{-1}} e^{-\frac{\pi}{\theta} i}\right)\right)_{21}, & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}},  \tag{5.18}\\ \left(J_{\widetilde{Q}}\left(z^{1+\theta^{-1}} e^{\frac{\pi}{\theta} i}\right)\right)_{21}, & \arg z=\frac{-\theta^{-1}+\gamma}{1+\theta^{-1}} .\end{cases}
$$

The limit behaviour of $\widetilde{U}(z)$ as $z \rightarrow 0$ can be derived from that of $\widetilde{Q}=\widetilde{R}^{\text {pre }}$ in (5.10) and (5.11).
Analogous to 4.28), we define

$$
\begin{equation*}
\widetilde{n}_{1}(z)=\frac{\widetilde{P}_{1}^{(\infty), \operatorname{pre}}(z)}{\widetilde{P}_{1}^{(\infty)}(z)} \frac{e^{n\left(-\widetilde{g}(z)+\widetilde{g}_{+}(0)\right)}}{e^{-n \tilde{g}^{\mathrm{pre}}(z)}}, \quad \widetilde{n}_{2}(z)=\frac{\widetilde{P}_{2}^{(\infty), \operatorname{pre}}(z)}{\widetilde{P}_{2}^{(\infty)}(z)} \frac{e^{n\left(g(z)-V(z)-\ell+\tilde{g}_{-}(0)\right)}}{e^{n g^{\mathrm{pre}}(z)}} . \tag{5.19}
\end{equation*}
$$

We have $\widetilde{n}_{1}(z)$ is well defined on $\left(D^{*}(0, b) \cap \mathbb{H}_{\theta}\right) \backslash \mathbb{R}_{+}$and $\widetilde{n}_{2}(z)$ is well defined on $D^{*}(0, b) \backslash \mathbb{R}_{+}$. By (2.51) and (2.28), we have, like (4.29),

$$
\begin{equation*}
\left(\widetilde{n}_{1}\right)_{+}(x)=\left(\widetilde{n}_{2}\right)_{-}(x), \quad\left(\widetilde{n}_{2}\right)_{-}(x)=\left(\widetilde{n}_{1}\right)_{+}(x), \quad \widetilde{n}_{1}\left(x e^{\pi i / \theta}\right)=\widetilde{n}_{1}\left(x e^{-\pi i / \theta}\right), \quad \text { for } x \in(0, b) . \tag{5.20}
\end{equation*}
$$

Then we define the function $\widetilde{n}(z)$ on $D^{*}\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z=0, \pm \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right\}$, analogous to $n(z)$ defined in (4.30), by

$$
\widetilde{n}(z)= \begin{cases}\widetilde{n}_{1}\left(z^{1+\theta^{-1}} e^{\frac{\pi i}{\theta}}\right), & \arg z \in\left(\frac{-\theta^{-1} \pi}{1+\theta^{-1}}, 0\right),  \tag{5.21}\\ \widetilde{n}_{1}\left(z^{1+\theta^{-1}} e^{-\frac{\pi i}{\theta}}\right), & \arg z \in\left(0, \frac{\theta^{-1} \pi}{1+\theta^{-1}}\right), \\ \widetilde{n}_{2}\left(-(-z)^{1+\theta^{-1}}\right), & \arg (-z) \in\left(-\frac{\pi}{1+\theta^{-1}}, \frac{\pi}{1+\theta^{-1}}\right) .\end{cases}
$$

Like $n(z), \widetilde{n}(z)$ is naturally extended to be analytic on $D^{*}\left(0, b^{\theta /(\theta+1)}\right)$, and like 4.31),

$$
\widetilde{n}(z)-1= \begin{cases}\mathcal{O}\left(n^{1-m_{\theta}}\right), & |z| \in[1, C],  \tag{5.22}\\ \mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right), & |z| \in\left[10^{-1} r_{n}, 10 r_{n}\right],\end{cases}
$$

where $C>1$ is an arbitrary constant, and the estimates are uniform for all large enough $n$.
Let $f(z)$ be a function whose domain is in $D\left(0, b^{\theta /(\theta+1)}\right)$. Analogous to (4.32), we define the transforms $\widetilde{\mathcal{D}}$ and $\widetilde{\mathcal{E}}$ on $f(z)$ by

$$
\begin{equation*}
\widetilde{\mathcal{D}}(f)(z)=\widetilde{n}(z) e^{\varrho n z} f(\varrho n z), \quad \widetilde{\mathcal{E}}(f)(z)=\widetilde{n}^{-1}(z) e^{-\varrho n z} f(\varrho n z), \tag{5.23}
\end{equation*}
$$

Suppose $R \in\left(0,10 \rho n r_{n}\right)$ and $f(z)$ is a function defined on $D^{*}(R) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$. so that $\widetilde{\mathcal{D}}(f)(z)$ is a function on $D^{*}\left(0,(\varrho n)^{-1} R\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$. Hence for any $r \in \mathbb{R}_{+} \cup\{\infty\}$, the inverse transform $\widetilde{\mathcal{D}}^{-1}$ is well defined on functions on $D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$. let

$$
\begin{equation*}
\widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)=\left\{\widetilde{\mathcal{D}}(f)(z): f(z) \in \widetilde{V}_{\alpha}(\varrho n r)\right\} \tag{5.24}
\end{equation*}
$$

From Definition 3.2 of function space $\widetilde{V}_{\alpha}(R)$, we derive the definition of function space $\widetilde{V}_{\alpha}^{(n) \text {,dressing }}(r)$ as follows.

Definition 5.4. $\widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)$ consists of functions $f(z)$ on $z \in D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, such that $r \in\left(0,10 r_{n}\right)$ and

- $f(z)$ is analytic in the sector $\arg (-z) \in\left(\frac{-\pi-\gamma}{1+\theta^{-1}}, \frac{\pi+\gamma}{1+\theta^{-1}}\right)$ and the sector $\arg z \in\left(\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}, \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right)$ separately, and $f(z)$ is continuous up to the boundary on the two rays $\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$.
- Let the two rays be oriented from 0 to $\infty$. The boundary values of $f$ on the sides of the two rays satisfy

$$
\begin{array}{rlrl}
f_{+}(z)-f_{-}(z) & =-e^{\frac{2 \alpha+1}{\theta+1} \pi i} e^{\varrho n z\left(1-e^{\frac{2 \pi}{\theta+1} i}\right)} \frac{\widetilde{n}(z)}{\widetilde{n}\left(z e^{\left.-\frac{2 \pi}{\theta+1} i\right)}\right)} f\left(z e^{-\frac{2 \pi}{\theta+1} i}\right) & \\
& =J_{\widetilde{U}}(z) f\left(z e^{-\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}} \\
f_{+}(z)-f_{-}(z) & =e^{-\frac{2 \alpha+1}{\theta+1} \pi i} e^{\varrho n z\left(1-e^{-\frac{2 \pi}{\theta+1} i}\right)} \frac{\widetilde{n}(z)}{\widetilde{n}\left(z e^{\frac{2 \pi}{\theta+1} i}\right)} f\left(z e^{\frac{2 \pi}{\theta+1} i}\right) & & \\
& =J_{\widetilde{U}}(z) f\left(z e^{\frac{2 \pi}{\theta+1} i}\right), & \arg z=\frac{-\theta^{-1} \pi+\gamma}{1+\theta^{-1}}
\end{array}
$$

where $J_{\widetilde{U}}$ defined in (5.18).

- As $z \rightarrow 0, f(z)$ has the limit behaviour depending on $\alpha$ and $\theta$ characterized by (3.6 (3.8) (for $\widetilde{f}(z)$ there).

As $z \rightarrow 0$, the limit behaviour of $U(z)$ that can be found from the limit behaviour of $\left(\widetilde{Q}_{1}, \widetilde{Q}_{2}\right)=\left(\widetilde{R}_{1}^{\text {pre }}, \widetilde{R}_{2}^{\text {pre }}\right)$ in (5.10) and (5.11) via the transform formula (5.16). By comparing the discontinuity condition 5.17 and the limit behaviour at 0 of $\widetilde{U}$ and Definition 5.4 , we find that $\widetilde{U}(z)$ belongs to $\widetilde{V}^{(n), \text { dressing }}(r)$ for all $r \in\left(0,10 r_{n}\right)$.

### 5.2.2 Functions $\widetilde{G}^{(\ell)}$ and $\widetilde{H}^{(\ell)}$, and operators $\widetilde{P}^{(0)}$ and $\widetilde{Q}^{(0)}$

Analogous to 4.36$)$, we apply transform $\widetilde{\mathcal{D}}$ to $\widetilde{G}^{(\ell), \operatorname{model}}(z)$ and transform $\widetilde{\mathcal{E}}$ to $\widetilde{H}^{(\ell), \operatorname{model}}(z)$, and get

$$
\begin{equation*}
\widetilde{G}^{(\ell)}(z)=(\varrho n)^{-\ell} \widetilde{\mathcal{D}}\left(\widetilde{G}^{(\ell), \text { model }}\right)(z), \quad \widetilde{H}^{(\ell)}(z)=(\varrho n)^{-\ell} \widetilde{\mathcal{E}}\left(\widetilde{H}^{(\ell), \text { model }}\right)(z) \tag{5.27}
\end{equation*}
$$

$\widetilde{G}^{(\ell)}$ is analytic on $D\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, continuous up to the boundary on the two rays, and if $\ell \in \mathbb{N}$, then $\widetilde{G}^{(\ell)}(z) \in \widetilde{V}_{\alpha}^{(n) \text {,dressing }}(r)$ for all $r \in\left(0,10 r_{n}\right)$. Similarly, $H^{(\ell)}(z)$ is analytic on $D\left(0, b^{\theta /(\theta+1)}\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}$, and is continuous up to the boundary on the two rays.

Similar to the estimates (4.37) and (4.38), from the definitions (3.23), (3.31), (3.43), and the estimates (2.17) and (3.40), we have the estimate that for any constant $C>1$, If $\zeta \in$ $D(0, C) \backslash\left(D(0,1) \cup\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}\right)$, then

$$
\begin{equation*}
\zeta^{-\ell}\left((\varrho n)^{\ell} \widetilde{G}^{(\ell)}\left((\varrho n)^{-1} \zeta\right)-\widetilde{G}^{(\ell), \operatorname{model}}(\zeta)\right)=\mathcal{O}\left(n^{1-m_{\theta}}\right) \tag{5.28}
\end{equation*}
$$

and if $\zeta \in D\left(0,10 r_{n}\right) \backslash\left(D\left(0,10^{-1} r_{n}\right) \cup\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}\right)$, then

$$
\begin{equation*}
\left|z^{-\ell}\left(\widetilde{G}^{(\ell)}(z)-1\right)\right| \leq M n^{\frac{m_{\theta}-1}{m_{\theta}+1}}, \quad\left|z^{-\ell}\left(\widetilde{H}^{(\ell)}(z)-1\right)\right| \leq M n^{\frac{m_{\theta}-1}{m_{\theta}+1}} \tag{5.29}
\end{equation*}
$$

From the operators $\widetilde{P}^{\text {model }}: H(R) \rightarrow \widetilde{V}_{\alpha}(R)$ and $\widetilde{Q}^{\text {model }}(f)(z): \widetilde{V}_{\alpha}(R) \rightarrow H(R)$, we define the operators $\widetilde{P}^{(0)}: H(r) \rightarrow \widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)$ and $\widetilde{Q}^{(0)}(f)(z): \widetilde{V}_{\alpha}^{(n), \text { dressing }}(r) \rightarrow H(r)$ as follows. For any $h(z) \in H(r)$, we denote the function $h^{\sharp}(z) \in H(\varrho n R)$ by $h^{\sharp}(z)=h\left((\varrho n)^{-1} z\right)$ as in 4.39). For any $h(z) \in H(r)$ with $h(z)=\sum_{\ell=0}^{\infty} a_{\ell} z^{\ell}$, we define, for $z \in D(0, r)$, analogous to (4.39),

$$
\begin{equation*}
\widetilde{P}^{(0)}(h)(z)=\widetilde{\mathcal{D}}\left(\widetilde{P}^{\text {model }}\left(h^{\sharp}\right)\right)(z)=\sum_{\ell=0}^{\infty} a_{\ell} \widetilde{G}^{(\ell)}(z)=\frac{1}{2 \pi i} \oint_{|w|=r^{\prime}} h(w) \sum_{\ell=0}^{\infty} w^{-\ell} \widetilde{G}^{(\ell)}(z) \frac{d w}{w}, \tag{5.30}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$. On the other hand, for any $h(z) \in H(\varrho n r)$, we denote the function $h^{b} \in H(r)$ by $h^{b}(z)=h(\varrho n z)$, like in 4.40 . For any $f(z) \in \widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)$, we have that $\left.\widetilde{\mathcal{D}}^{-1} f\right)(z) \in \widetilde{V}_{\alpha}(\varrho n r)$, and by Lemma 3.9, it has a unique series representation $\left(\widetilde{\mathcal{D}}^{-1} f\right)(z)=$ $\sum_{\ell=0}^{\infty} c_{\ell}(\varrho n)^{-\ell} \widetilde{G}^{(\ell, \text { model })}(z)$ for some coefficients $c_{\ell}$. Then $f(z)$ has a unique series representation $f(z)=\sum_{\ell=0}^{\infty} c_{\ell} G^{(\ell)}(z)$. Then for such $f(z) \in \widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)$, we define, for $z \in D^{*}(0, r) \backslash\{\arg z=$ $\left.\pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$

$$
\begin{equation*}
\widetilde{Q}^{(0)}(f)(z)=\widetilde{Q}^{\text {model }}\left(\widetilde{\mathcal{D}}^{-1}(f)\right)^{b}(z)=\sum_{\ell=0}^{\infty} a_{\ell} z^{\ell}=\frac{1}{2 \pi i} \oint_{|w|=r^{\prime}} f(w) \sum_{\ell=0}^{\infty} \widetilde{H}^{(-\ell)}(w) z^{\ell} \frac{d w}{w} \tag{5.31}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$.
From Lemma 3.10, we derive that that $\widetilde{Q}^{(0)} \widetilde{P}^{(0)}=I$ as an operator on $H(r)$, and $\widetilde{P}^{(0)} \widetilde{Q}^{(0)}=$ $I$ as an operator on $\widetilde{V}_{\alpha}^{(n) \text {,dressing }}(r)$. Moreover, the latter has a reproducing kernel representation that for all $f(z) \in \widetilde{V}_{\alpha}^{(n), \text { dressing }}(r)$ and $z \in D^{*}(0, r) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$

$$
\begin{equation*}
f(z)=\widetilde{P}^{(0)}\left(\widetilde{Q}^{(0)}(f)\right)(z)=\frac{1}{2 \pi i} \oint_{|w|=R^{\prime}} f(w) \sum_{k=0}^{\infty} \widetilde{G}^{(\ell)}(z) \widetilde{H}^{(-\ell)}(w) \frac{d w}{w}, \tag{5.32}
\end{equation*}
$$

where $r^{\prime} \in(|z|, r)$.

### 5.3 Final transform to $\widetilde{R}$ and $\widetilde{\mathcal{R}}$

Recall the contours $\Sigma^{R}, \Sigma_{1}^{R}, \Sigma_{2}^{R}$ defined in 4.42) and 4.9). Let $\widetilde{U}$ be the function analytic on $D^{*}\left(0,10 r_{n}\right) \backslash\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}$, as defined in (5.16). We define $\widetilde{V}(z) \in H\left(10 r_{n}\right)$ by

$$
\begin{equation*}
\widetilde{V}(z)=\widetilde{Q}^{(0)}(\widetilde{U})(z), \quad z \in D\left(0,10 r_{n}\right) \tag{5.33}
\end{equation*}
$$

Then let the array of functions ( $\widetilde{R}_{2}, \widetilde{R}_{1}$ ) on $\left(\mathbb{C} \backslash \boldsymbol{\Sigma}, \mathbb{H}_{\theta} \backslash \boldsymbol{\Sigma}\right)$ be defined as

$$
\left(\widetilde{R}_{2}, \widetilde{R}_{1}\right)= \begin{cases}\left(\widetilde{R}_{2}^{\text {pre }}, \widetilde{R}_{1}^{\text {pre }}\right), & \widetilde{R}_{2}(z) \text { on } \mathbb{C} \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup \Sigma^{R}\right)  \tag{5.34}\\ & \text { and } \widetilde{R}_{1}(z) \text { on } \mathbb{H}_{\theta} \backslash\left(D\left(0, r_{n}^{1+\theta^{-1}}\right) \cup \Sigma^{R}\right), \\ \mathcal{T}^{-1}(\widetilde{V}), & \widetilde{R}_{2}(z) \text { on } D^{*}\left(0, r_{n}^{1+\theta^{-1}}\right) \backslash \mathbb{R}_{+} \\ & \text {and } \widetilde{R}_{1}(z) \text { on } \mathbb{H}_{\theta} \cap D^{*}\left(0, r_{n}^{1+\theta^{-1}}\right) \backslash \mathbb{R}_{+} .\end{cases}
$$

Recall the contours $\boldsymbol{\Sigma}_{i}^{(j)}(i=1,2$ and $j=1,2,3)$ defined in 4.45). We denote the inversion mapping $\omega: \mathbb{C} \backslash\{0\} \rightarrow \mathbb{C} \backslash\{0\}$ as $\omega(z)=z^{-1}$, and then define

$$
\begin{equation*}
\widetilde{\boldsymbol{\Sigma}}_{i}^{(j)}:=\omega\left(\boldsymbol{\Sigma}_{i}^{(j)}\right), \quad i=1,2 \text { and } j=1,2,3, \tag{5.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\boldsymbol{\Sigma}}=\widetilde{\boldsymbol{\Sigma}}^{\prime} \cup C^{\widetilde{R}}\left(r_{n}\right), \quad \text { and } \quad \widetilde{\boldsymbol{\Sigma}}=\widetilde{\boldsymbol{\Sigma}}\left(r_{n}\right), \quad \text { where } \quad \widetilde{\boldsymbol{\Sigma}}^{\prime}=\omega\left(\boldsymbol{\Sigma}^{\prime}\right), \quad C^{\widetilde{R}}\left(r_{n}\right)=\omega\left(C^{R}\left(r_{n}\right)\right) . \tag{5.36}
\end{equation*}
$$

Recall the transform $\mathcal{J}$ defined in (4.49). We denote the inversion transform $\mathcal{I}$ as $\mathcal{I}(f)(s)=$ $f\left(s^{-1}\right)$. We note that $\mathcal{I}^{-1}=\mathcal{I}$. Let

$$
\begin{equation*}
\widetilde{\mathcal{R}}=\mathcal{I}\left(\mathcal{J}\left(\widetilde{R}_{2}, \widetilde{R}_{1}\right)\right) . \tag{5.37}
\end{equation*}
$$

Like $\mathcal{R}$ defined in (4.50), we have that $\widetilde{\mathcal{R}}(s)$ is continuous and bounded up to boundary $\widetilde{\boldsymbol{\Sigma}}$. We denote, analogous to $f^{R}(s)$ in 4.52, the function $f^{\widetilde{R}}(s)$ for $s \in \widetilde{\boldsymbol{\Sigma}}$ as

$$
f^{\widetilde{R}}(s)= \begin{cases}\widetilde{\mathcal{R}}_{+}(s)-\widetilde{\mathcal{R}}_{-}(s), & s \in \widetilde{\boldsymbol{\Sigma}} \text { and } s \text { is not an intersection point },  \tag{5.38}\\ 0, & \text { otherwise } .\end{cases}
$$

Then analogous to (4.54), we have

$$
\begin{equation*}
\widetilde{\mathcal{R}}(s)=1+\frac{1}{2 \pi i} \int_{w \in \widetilde{\Sigma}} f^{\widetilde{R}}(w) \frac{d w}{w-s} . \tag{5.39}
\end{equation*}
$$

We also denote, analogous to $g^{R}(s)$ in 4.55), the function $g^{\widetilde{R}}(s)$ for $s \in \widetilde{\Sigma}\left(2 r_{n}\right)$ as

$$
g^{\widetilde{R}}(s)= \begin{cases}\widetilde{\mathcal{R}}_{-}(s), & s \in \widetilde{\Sigma}^{\prime} \text { and } s \text { is not an intersection point }  \tag{5.40}\\ \widetilde{\mathcal{R}}(s), & s \in C^{\widetilde{R}}\left(2 r_{n}\right) \text { and } s \text { is not an intersection point, } \\ 0, & \text { otherwise }\end{cases}
$$

We note that both $f^{\widetilde{R}}(s)$ and $g^{\widetilde{R}}(s)$ are bounded and continuous except for the intersection points. Then analogous to $\Delta^{\prime}$ in $(4.56)$, we define the transform $\widetilde{\Delta}^{\prime}$ that acts on functions defined on $\widetilde{\boldsymbol{\Sigma}}^{\prime}$. Let $f(s)$ be a function in $s \in \widetilde{\boldsymbol{\Sigma}}^{\prime}$, then

$$
\widetilde{\Delta}^{\prime} f(s)= \begin{cases}J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(1)}}(s) f(\widetilde{s}), & s \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(1)} \text { and } \widetilde{s}=\omega\left(I_{1}\left(J_{c}(\omega(s))\right)\right) \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(1)},  \tag{5.41}\\ \widetilde{\widetilde{\boldsymbol{\Sigma}}}_{1}^{(2)}(s) f(\widetilde{s}), & s \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(2)} \text { and } \widetilde{s}=\omega\left(I_{2}\left(J_{c}(\omega(s))\right)\right) \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(2)}, \\ J_{\widetilde{\boldsymbol{\Sigma}}_{1}^{(3)}}^{1}(s) f(s)+J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(3)}}^{2}(s) f(\widetilde{s}), & s \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(3)} \text { and } \widetilde{s}=\omega\left(I_{2}\left(J_{c}(\omega(s))\right)\right) \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(3)}, \\ J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(3)}}^{1}(s) f(s)+J_{\widetilde{\boldsymbol{\Sigma}}_{1}^{(3)}}^{2}(s) f(\widetilde{s}), & s \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(3)} \text { and } \widetilde{s}=\omega\left(I_{1}\left(J_{c}(\omega(s))\right)\right) \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(3)}, \\ 0, & s \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(1)} \cup \widetilde{\boldsymbol{\Sigma}}_{2}^{(2)} \text { or } s \text { is an intersection point, }\end{cases}
$$

where all contours do not contain intersection points, and

$$
\begin{array}{ll}
J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(1)}}(s)=\left(J_{\widetilde{Q}}\right)_{21}(z), & s \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(1)} \text { and } z=J_{c}(\omega(s)) \in \Sigma_{1}^{R} \cup \Sigma_{2}^{R}, \\
J_{\widetilde{\boldsymbol{\Sigma}}_{1}^{(2)}}(s)=\left(J_{\widetilde{Q}}\right)_{12}(z), & s \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(2)} \text { and } z=\widetilde{J}_{c}(s) \in\left(b+r^{(b)},+\infty\right) . \\
J_{\widetilde{\boldsymbol{\Sigma}}_{1}^{(3)}}^{1}(s)=\widetilde{P}_{22}^{(b)}(z)-1, \quad J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(3)}}^{2}(s)=\widetilde{P}_{12}^{(b)}(z), & s \in \widetilde{\boldsymbol{\Sigma}}_{1}^{(3)} \text { and } z=\widetilde{J}_{c}(s) \in \partial D\left(b, r^{(b)}\right), \\
J_{\widetilde{\boldsymbol{\Sigma}}_{2}^{(3)}}^{1}(s)=\widetilde{P}_{11}^{(b)}(z)-1, \quad J_{\widetilde{\boldsymbol{\Sigma}}_{1}^{(3)}}^{2}(s)=\widetilde{P}_{21}^{(b)}(z), & s \in \widetilde{\boldsymbol{\Sigma}}_{2}^{(3)} \text { and } z=\widetilde{J}_{c}(s) \in \partial D\left(b, r^{(b)}\right) .
\end{array}
$$

Analogous to $\Delta_{2 r_{n}, r_{n}}$ in (4.61), we define a transform $\widetilde{\Delta}_{2 r_{n}, r_{n}}$ that maps from a function $f$ on $C^{\widetilde{R}}\left(2 r_{n}\right)$ to a function $\widetilde{\Delta}_{2 r_{n}, r_{n}} f$ on $C^{\widetilde{R}}\left(r_{n}\right)$, such that, with $f_{0}$ defined in 4.50 , for $s \in C^{\widetilde{R}}\left(r_{n}\right)$,

$$
\begin{equation*}
\left(\widetilde{\Delta}_{2 r_{n}, r_{n}} f\right)(s)=\frac{1}{2 \pi i} \oint_{|w|=2 r_{n}} f\left(\omega\left(f_{0}^{-1}(w)\right)\right) \sum_{\ell=0}^{\infty} H^{(-\ell)}(w)\left(G^{(\ell)}\left(f_{0}(\omega(s))\right)-\left(f_{0}(\omega(s))\right)^{\ell}\right) \frac{d w}{w} \tag{5.46}
\end{equation*}
$$

Then analogous to 4.62$)$, for a function $f$ defined on $\widetilde{\Sigma}\left(2 r_{n}\right)$, we define the transform $\widetilde{\Delta}$ maps $f$ to a function $\widetilde{\Delta}(f)$ on $\widetilde{\Sigma}=\widetilde{\Sigma}\left(r_{n}\right)$, as

$$
\widetilde{\Delta}(f)(s)= \begin{cases}\left(\widetilde{\Delta}^{\prime} f\right)(s), & s \in \widetilde{\Sigma}^{\prime} \text { and } s \text { is not an intersection point }  \tag{5.47}\\ \left(\widetilde{\Delta}_{2 r_{n}, r_{n}} f\right)(s), & s \in C^{\widetilde{R}}\left(r_{n}\right) \text { and } s \text { is not an intersection point } \\ 0, & \text { otherwise }\end{cases}
$$

Analogous to $\mathcal{C}$ defined in (4.63), for a function $g$ defined on $\widetilde{\boldsymbol{\Sigma}}$, the transform $\widetilde{\mathcal{C}}$ maps $g$ to a function defined on $\widetilde{\Sigma}\left(2 r_{n}\right)$ as

$$
\begin{align*}
& \widetilde{\mathcal{C}}(g)(s)= \\
& \begin{cases}\frac{1}{2 \pi i} \int_{\widetilde{\Sigma}} g(w) \frac{d w}{w-s}, & s \in C^{\widetilde{R}}\left(2 r_{n}\right) \text { and } s \text { is not an intersection point }, \\
\lim _{s^{\prime} \rightarrow s \text { from }- \text { side } \frac{1}{2 \pi i} \int_{\widetilde{\Sigma}} g(w) \frac{d w}{w-s^{\prime}},} \begin{array}{l} 
\\
0,
\end{array} & \text { otherwise }\end{cases} \tag{5.48}
\end{align*}
$$

Like the $L^{2}$ spaces $L^{2}\left(\boldsymbol{\Sigma}^{\prime}\right), L^{2}\left(C^{R}(r)\right), L^{2}(\boldsymbol{\Sigma})$ and $L^{2}(\boldsymbol{\Sigma}(r))$ defined in 4.65), we introduce the $L^{2}$ spaces $L^{2}\left(\widetilde{\boldsymbol{\Sigma}}^{\prime}\right), L^{2}\left(C^{\widetilde{R}}(r)\right), L^{2}(\widetilde{\boldsymbol{\Sigma}}), L^{2}(\widetilde{\boldsymbol{\Sigma}}(r))$ also by 4.65), with $\star=\widetilde{\boldsymbol{\Sigma}}^{\prime}, C^{\widetilde{R}}(r), \widetilde{\boldsymbol{\Sigma}}, \widetilde{\boldsymbol{\Sigma}}(r)$. We have estimates for the operator norms of $\widetilde{\Delta}$ and $\widetilde{\mathcal{C}}$. Since the derivation of the estimates is parallel to 4.66 - 4.70), we only summarize the results below:

$$
\begin{equation*}
\frac{\|\widetilde{\Delta}(f)\|_{L^{2}(\widetilde{\boldsymbol{\Sigma}})}}{\|f\|_{L^{2}\left(\widetilde{\boldsymbol{\Sigma}}\left(2 r_{n}\right)\right)}}=\mathcal{O}\left(n^{-\frac{1-m_{\theta}}{1+m_{\theta}}}\right), \quad \frac{\|\widetilde{\mathcal{C}}(g)\|_{L^{2}\left(\widetilde{\boldsymbol{\Sigma}}\left(2 r_{n}\right)\right)}}{\|g\|_{L^{2}(\widetilde{\boldsymbol{\Sigma}})}}=\mathcal{O}(1) \tag{5.49}
\end{equation*}
$$

for any $f \in L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)$ with $\|f\|_{L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)} \neq 0$ and any $g \in L^{2}(\boldsymbol{\Sigma})$ with $\|f\|_{L^{2}\left(\boldsymbol{\Sigma}\left(2 r_{n}\right)\right)} \neq 0$. Also as examples, we have that $f^{\widetilde{R}}, \widetilde{\Delta}(1) \in L^{2}(\widetilde{\boldsymbol{\Sigma}})$ and analogous to 4.69 we have $\|\Delta(1)\|_{L^{2}(\boldsymbol{\Sigma})}=$ $\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)$.

Analogous to Lemma 4.6, we have the following result:
Lemma 5.5. There exists $C>0$, such that for all large enough $n$, $|\widetilde{\mathcal{R}}(s)-1|<C n^{\frac{1-m_{\theta}}{1+m_{\theta}}}$ for $s \in D^{\widetilde{R}}\left(r_{n} / 2\right)$, where $D^{\widetilde{R}}(r)$ is the region encircled by $C^{\widetilde{R}}$.

Sketch of proof. The proof of the lemma is analogous to that of Part(i) of Lemma 4.6. We show by Proposition 5.3 that $f^{\widetilde{R}}$ is the unique solution of the equation $\widetilde{\Delta} \widetilde{\mathcal{C}} f+\widetilde{\Delta}(1)=f$ in $L^{2}(\widetilde{\boldsymbol{\Sigma}})$, and then $\left\|f^{\widetilde{R}_{R}}\right\|_{L^{2}(\widetilde{\mathcal{L}})}=\left\|(1-\widetilde{\mathcal{L}} \widetilde{\mathcal{C}})^{-1}(\widetilde{\Delta}(1))\right\|_{L^{2}(\widetilde{\mathcal{L}})}=\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)$. Then the desired estimate of $\widetilde{\mathcal{R}}-1$ follows from this estimate directly through (5.39). We omit the detail.

## 6 Proof of main results

Proof of Theorem 1.1 From the transform $Y \rightarrow Q$ given in (4.4), it is readily seen from (2.36) that

$$
p_{n}(z)=Y_{1}(z)= \begin{cases}Z_{1}(z), & z \in \mathbb{C} \text { outside the lens, }  \tag{6.1}\\ Z_{1}(z)+Z_{2}(z), & z \text { in the upper part of the lens, } \\ Z_{1}(z)-Z_{2}(z), & z \text { in the lower part of the lens }\end{cases}
$$

where

$$
\begin{equation*}
Z_{1}(z)=Q_{1}(z) P_{1}^{(\infty)}(z) e^{n g(z)}, \quad Z_{2}(z)=Q_{2}(z) P_{2}^{(\infty)}(z) \theta z^{-\alpha-1+\theta} e^{n(V(z)-\widetilde{g}(z)+\ell)} \tag{6.2}
\end{equation*}
$$

with $g(z)$ and $\widetilde{g}(z)$ defined in (2.20) and (2.21), respectively. By tracing back the transformations $Q \rightarrow R^{\text {pre }} \rightarrow R \rightarrow \mathcal{R}$ given in (4.11), (4.44) and (4.50), we have that if we consider $Q_{1}(z)$ as a function on the domain $D^{*}\left(0,\left(r_{n} / 2\right)^{1+\theta^{-1}}\right) \backslash \Sigma$ and $Q_{2}(z)$ as a function on the domain $\left(D^{*}\left(0,\left(r_{n} / 2\right)^{1+\theta^{-1}}\right) \cap \mathbb{H}_{\theta}\right) \backslash \Sigma$, then they are expressed by $\left(Q_{1}, Q_{2}\right)=\mathcal{T}^{-1}(U)$, and

$$
\begin{align*}
U(s) & =\left(P^{(0)}\left(\mathcal{T}\left(\mathcal{J}^{-1}(\mathcal{R})\right)\right)\right)(s) \\
& =\frac{1}{2 \pi i} \oint_{|w|=r_{n} / 2} \mathcal{T} \mathcal{J}^{-1}(\mathcal{R})(w) \sum_{\ell=0}^{\infty} w^{-\ell} G^{(\ell)}(s) \frac{d w}{w}  \tag{6.3}\\
& =G^{(0)}(s)+\frac{1}{2 \pi i} \oint_{|w|=r_{n} / 2}\left(\mathcal{T} \mathcal{J}^{-1}(\mathcal{R})(w)-1\right) \sum_{\ell=0}^{\infty} w^{-\ell} G^{(\ell)}(s) \frac{d w}{w} .
\end{align*}
$$

Suppose $C>1$ is a constant, and we consider the value of $U(s)$ for $s=(\varrho n)^{-1} \zeta$ and $\zeta \in$ $D(0, C) \backslash\left(D(0,1) \cup\left\{\arg z= \pm \frac{\theta^{-1} \pi+\gamma}{1+\theta^{-1}}\right\}\right)$. Then by 4.37, $G^{(0)}(s)=e^{\zeta} G^{(0), \text { model }}(\zeta)+\mathcal{O}\left(n^{1-m_{\theta}}\right)$, and by estimate of $G^{(\ell)}(s)$ in 4.37) and the estimate of $\mathcal{R}(w)$ by Lemma 4.6, the contour integral in (6.3) is $\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)$.

The estimate above of $U(s)$ implies the estimate of $\left(Q_{1}(z), Q_{2}(z)\right)$, and using the formulas (3.27) and (3.23), the estimate of $\left(Q_{1}(z), Q_{2}(z)\right)$ is expressed by $I_{\theta, a}^{(1)}(z)$ and $I_{\theta, a}^{(2)}(z)$. Then with the estimates of $P_{1}^{(\infty)}(z), P_{2}^{(\infty)}(z)$ in (2.53) and the estimates of $g(z), \widetilde{g}(z)$ in (2.30) and (2.31), we have the estimate of $Z_{1}(t)$ and $Z_{2}(t)$ in (6.1), and conclude that ( $C_{n}$ is defined in (1.13))

$$
\begin{equation*}
p_{n}(z)=(-1)^{n} C_{n}\left(J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}\left(\theta(\rho n)^{1+\theta^{-1}} z\right)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)\right), \quad \frac{1}{(\varrho n)^{1+\theta^{-1}}}<|z|<\frac{C^{1+\theta^{-1}}}{(\varrho n)^{1+\theta^{-1}}} . \tag{6.4}
\end{equation*}
$$

Since $p_{n}(z)$ is a polynomial and $J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}(z)$ is an entire function, we have that the approximation above holds in the disk $|z|<\frac{C^{1+\theta^{-1}}}{(\varrho n)^{1+\theta^{-1}}}$. Hence we prove 1.13$)$.

We prove $(\sqrt{1.14})$ in the same way. From the transform $\widetilde{Y} \rightarrow \widetilde{Q}$ given in (5.1), we have, analogous to (6.1),

$$
q_{n}\left(z^{\theta}\right)=\widetilde{Y}_{1}(z)= \begin{cases}\widetilde{Z}_{1}(z), & z \in \mathbb{H}_{\theta} \text { outside the lens, }  \tag{6.5}\\ \widetilde{Z}_{1}(z)+\widetilde{Z}_{2}(z), & z \text { in the upper part of the lens, } \\ \widetilde{Z}_{1}(z)-\widetilde{Z}_{2}(z), & z \text { in the lower part of the lens, }\end{cases}
$$

where

$$
\begin{equation*}
\widetilde{Z}_{1}(z)=\widetilde{Q}_{1}(z) \widetilde{P}_{1}^{(\infty)}(z) e^{n \widetilde{g}(z)}, \quad Z_{2}(z)=\widetilde{Q}_{2}(z) \widetilde{P}_{2}^{(\infty)}(z) z^{\alpha} e^{n(V(z)-g(z)+\ell)}, \tag{6.6}
\end{equation*}
$$

with $g(z)$ and $\widetilde{g}(z)$ defined in 2.20 and $(2.21)$, respectively. By tracing back the transformations $\widetilde{Q} \rightarrow \widetilde{R}^{\text {pre }} \rightarrow \widetilde{R} \rightarrow \widetilde{\mathcal{R}}$ given in (5.6), (5.34) and (5.37), we have that if we consider $\widetilde{Q}_{1}(z)$ as a function on the domain $\left(D^{*}\left(0,\left(r_{n} / 2\right)^{1+\theta^{-1}}\right) \cap \mathbb{H}_{\theta}\right) \backslash \Sigma$ and $\widetilde{Q}_{2}(z)$ as a function on the domain $D^{*}\left(0,\left(r_{n} / 2\right)^{1+\theta^{-1}}\right) \backslash \Sigma$, then they are expressed by $\left(\widetilde{Q}_{2}, \widetilde{Q}_{1}\right)=\mathcal{T}^{-1}(\widetilde{U})$, and, analogous to 6.3)

$$
\begin{align*}
\widetilde{U}(s) & =\left(\widetilde{P}^{(0)}\left(\mathcal{T}\left(\mathcal{J}^{-1}(\mathcal{I}(\widetilde{\mathcal{R}}))\right)\right)\right)(s) \\
& =\frac{1}{2 \pi i} \oint_{|w|=r_{n} / 2} \mathcal{T} \mathcal{J}^{-1} \mathcal{I}(\mathcal{R})(w) \sum_{\ell=0}^{\infty} w^{-\ell} \widetilde{G}^{(\ell)}(s) \frac{d w}{w}  \tag{6.7}\\
& =\widetilde{G}^{(0)}(s)+\frac{1}{2 \pi i} \oint_{|w|=r_{n} / 2}\left(\mathcal{T} \mathcal{J}^{-1} \mathcal{I}(\mathcal{R})(w)-1\right) \sum_{\ell=0}^{\infty} w^{-\ell} G^{(\ell)}(s) \frac{d w}{w}
\end{align*}
$$

Suppose $C>1$ is a constant, and we consider the value of $\widetilde{U}(s)$ for $s=(\varrho n)^{-1} \zeta$ and $\zeta \in$ $D(0, C) \backslash\left(D(0,1) \cup\left\{\arg z= \pm \frac{\theta^{-1} \pi-\gamma}{1+\theta^{-1}}\right\}\right)$. Then by (5.28), $\widetilde{G}^{(0)}(s)=e^{\zeta} \widetilde{G}^{(0), \operatorname{model}}(\zeta)+\mathcal{O}\left(n^{1-m_{\theta}}\right)$, and by estimate of $\widetilde{G}^{(\ell)}(s)$ in 5.28 and the estimate of $\widetilde{\mathcal{R}}(w)$ by Lemma 5.5, the contour integral in 6.7) is $\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)$. Hence analogous to (6.4), we have the estimate of $q_{n}\left(z^{\theta}\right)$, and express the result in terms of $q_{n}(z)$ as

$$
\begin{equation*}
q_{n}(z)=(-1)^{n} \widetilde{C}_{n}\left(J_{\alpha+1, \theta}\left(\theta^{\theta}(\rho n)^{\theta+1} z\right)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right)\right), \quad \frac{1}{(\varrho n)^{\theta+1}}<|z|<\frac{C^{\theta+1}}{(\varrho n)^{\theta+1}} \tag{6.8}
\end{equation*}
$$

This estimate extends to the disk $|z|<\frac{C^{\theta+1}}{(\varrho n)^{\theta+1}}$ by the analyticity of $q_{n}$ and $J_{\alpha+1, \theta}$. Hence we prove (1.14).

Proof of Lemma 1.2 The proof of Lemma 1.2 is the same as the proof of [55, Equation (5.31)]. For completeness we give it here. Since $Y_{2}(z)=C p_{n}(z)$ in (2.36) has the limit (2.46) at $\infty$, we only need to find the limit of $Y_{2}(z) z^{-(n+1) \theta}$ as $z \rightarrow \infty$ in $\mathbb{H}_{\theta}$. Like (6.1), we have that for $z \in \mathbb{H}_{\theta}$ and $|z|$ large enough, by (4.4), 4.11) and 4.44), $Y_{2}(z)=P_{2}^{(\infty)}(z) R_{2}(z) e^{-n(\widetilde{g}(z)-\ell)}$ (see [55, Equation (5.33)]). From the definition formulas 2.20) of $g(z)$ and 2.47) of $P_{2}^{(\infty)}(z)$, we have the limit of $P_{2}^{(\infty)}(z) e^{-n \widetilde{g}(z)} z^{-n \theta}$ as $z \rightarrow \infty$ (see [55, Equation (5.34)]). Using relation (4.50) to express $R_{2}$ by $\mathcal{R}$, and using the limit of $\mathcal{R}(s)$ as $s \rightarrow 0$ in Part (ii) of Lemma 4.6, we have that $R_{2}(z)=1+\mathcal{O}\left(n^{\frac{-m_{\theta}}{m_{\theta}+1}}\right)$ as $z \rightarrow \infty$. (Here our result is slightly stronger than 55, Equation (5.35)], because the corresponding estimate of $\mathcal{R}(s)$ as $s \rightarrow 0$ in [55, Lemma 3.22] is offhand.) Hence we derive (1.17).

Sketch of proof of Theorem $\mathbf{1 . 3}$ The proof is identical the that of [55, Theorem 1.3] in [55, Section 5.2]. We outline the strategy here and refer to [55, Section 5.2] for details.

We assume, without loss of generality, $V(0)=0$, and then due to the analyticity of $V$ and the assumption 1.11,

$$
\begin{equation*}
V(x)=x^{r}+\mathcal{O}\left(x^{r+1}\right), \quad x \rightarrow 0 \tag{6.9}
\end{equation*}
$$

for some positive integer $r$. Then we define a family of functions $V_{\tau}$ indexed by a continuous parameter $\tau \in[0,1]$ as follows:

$$
V_{\tau}(x):= \begin{cases}\tau^{-1} V\left(\tau^{1 / r} x\right), & \tau \in(0,1]  \tag{6.10}\\ x^{r}, & \tau=0\end{cases}
$$

Clearly, $V_{\tau}(x)$ is continuous in both $x$ and $\tau$, and our assumption on the external field $V$ implies that Theorem 1.1 still holds with $V$ replaced by $V_{\tau}$.

By Theorem 1.1 and Lemma 1.2, we have, as $n \rightarrow \infty$ and uniformly for $x, y$ in compact subsets of $[0, \infty)$, (see [55, Lemma 5.1])

$$
\begin{equation*}
\frac{e^{-n V\left(x /(\rho n)^{1+1 / \theta}\right)}}{(\rho n)^{\alpha(1+1 / \theta)+1 / \theta}} k_{n, j}^{(V)}\left(\frac{x}{(\rho n)^{1+1 / \theta}}, \frac{y}{(\rho n)^{1+1 / \theta}}\right)=\theta c^{-\frac{\theta}{\theta+1}} k^{(\alpha, \theta)}(x, y)+\mathcal{O}\left(n^{\frac{1-m_{\theta}}{1+m_{\theta}}}\right) \tag{6.11}
\end{equation*}
$$

where $K_{n, j}^{(V)}$ is defined in 1.5$)$ and

$$
\begin{equation*}
k^{(\alpha, \theta)}(x, y)=\theta^{\alpha} J_{\frac{\alpha+1}{\theta}, \frac{1}{\theta}}(\theta x) J_{\alpha+1, \theta}\left((\theta y)^{\theta}\right) \tag{6.12}
\end{equation*}
$$

When $\theta$ is an integer, $k^{(\alpha, \theta)}(x, y)$ in (6.12) agrees with [55, Equation (5.29)]. Identity (6.11) holds for all $V$ satisfying the condition in Theorem 1.1 and it is straightforward to check that the error term in 6.11) is uniform for all $V_{\tau}(\tau \in(0,1])$ in place of $V$. Hence we have the following estimate (see [55, Lemma 5.2]):

Lemma 6.1. Suppose $V$ satisfies (1.2), (1.11) and (6.9). With $V_{\tau}$ defined in (6.10), we have, for any $M, \epsilon>0$, there exists a positive integer $N_{M, \epsilon}$ such that if $n>N_{M, \epsilon}$, then

$$
\begin{align*}
\left\lvert\, n^{-\alpha\left(1+\frac{1}{\theta}\right)-\frac{1}{\theta}} k_{n, n}^{\left(V_{\tau}\right)}\right. & \left(\frac{x}{n^{1+1 / \theta}}, \frac{y}{n^{1+1 / \theta}}\right) \\
& \left.-\theta\left(c^{\left(V_{\tau}\right)}\right)^{-\frac{\theta}{\theta+1}}\left(\rho^{\left(V_{\tau}\right)}\right)^{\alpha\left(1+\frac{1}{\theta}\right)+\frac{1}{\theta}} k^{(\alpha, \theta)}\left(\left(\rho^{\left(V_{\tau}\right)}\right)^{1+\frac{1}{\theta}} x,\left(\rho^{\left(V_{\tau}\right)}\right)^{1+\frac{1}{\theta}} y\right) \right\rvert\,<\epsilon \tag{6.13}
\end{align*}
$$

uniformly for all $\tau \in[0,1]$ and $x, y \in[0, M]$, where $k_{n, n}^{\left(V_{\tau}\right)}(x, y)$ and $k^{(\alpha, \theta)}(x, y)$ are defined in (1.5) and 6.12, respectively.

The strategy of proof now is to split the summation in the correlation kernel $K_{n}$ into two parts, such that one part sums from $n=0$ to $n=N$ with $N$ a large constant, and the other part is the remains, and estimate each part separately. For the first part, we have that uniformly for $x, y \in[0, M]$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n^{(\alpha+1)\left(1+\frac{1}{\theta}\right)}} \sum_{k=0}^{N} k_{n, k}^{(V)}\left(\frac{x}{n^{1+1 / \theta}}\right. & \left., \frac{y}{n^{1+1 / \theta}}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n^{(\alpha+1)\left(1+\frac{1}{\theta}\right)}} \sum_{k=0}^{N} k_{n, k}^{\left(V_{0}\right)}\left(\frac{x}{n^{1+1 / \theta}}, \frac{y}{n^{1+1 / \theta}}\right)=0 \tag{6.14}
\end{align*}
$$

For the second part, we have

$$
\begin{align*}
& n^{-(\alpha+1)\left(1+\frac{1}{\theta}\right)+1} \sum_{j=N+1}^{n} k_{n, j}^{(V)}\left(\frac{x}{n^{1+1 / \theta}}, \frac{y}{n^{1+1 / \theta}}\right)= \\
& \sum_{j=N+1}^{n}\left(\frac{j}{n}\right)^{(\alpha+1)\left(\frac{1}{\theta}-\frac{1}{r}\right)+\alpha} j^{-\alpha\left(1+\frac{1}{\theta}\right)-\frac{1}{\theta}} k_{j, j}^{\left(V_{j / n}\right)}\left(\left(\frac{j}{n}\right)^{1+\frac{1}{\theta}-\frac{1}{r}} \frac{x}{j^{1+1 / \theta}},\left(\frac{j}{n}\right)^{1+\frac{1}{\theta}-\frac{1}{r}} \frac{y}{j^{1+1 / \theta}}\right) . \tag{6.15}
\end{align*}
$$

Given $M, \epsilon>0$, if we further take $N>N_{M, \epsilon}$ in the above formula with $N_{M, \epsilon}$ given in Lemma 6.1, it then follows that

$$
\begin{align*}
\left\lvert\, \frac{1}{n^{(\alpha+1)(1+1 / \theta)}} \sum_{j=N+1}^{n} k_{n, j}^{(V)}\left(\frac{x}{n^{1+1 / \theta}}, \frac{y}{n^{1+1 / \theta}}\right)-\frac{1}{n}\right. & \left.\sum_{j=N+1}^{n} f\left(\frac{j}{n}\right) \right\rvert\, \\
& \leq \frac{\epsilon}{n} \sum_{j=N+1}^{n}\left(\frac{j}{n}\right)^{(\alpha+1)\left(\frac{1}{\theta}-\frac{1}{r}\right)+\alpha}<\epsilon^{\prime}, \tag{6.16}
\end{align*}
$$

for $x, y \in[0, M]$, where

$$
\begin{align*}
& f(t)=t^{(\alpha+1)\left(\frac{1}{\theta}-\frac{1}{r}\right)+\alpha} \theta\left(c^{\left(V_{t}\right)}\right)^{-\frac{\theta}{\theta+1}}\left(\rho^{\left(V_{t}\right)}\right)^{\alpha\left(1+\frac{1}{\theta}\right)+\frac{1}{\theta}} \\
& \times k^{(\alpha, \theta)}\left(t^{1+\frac{1}{\theta}-\frac{1}{r}}\left(\rho^{\left(V_{t}\right)}\right)^{1+\frac{1}{\theta}} x, t^{1+\frac{1}{\theta}-\frac{1}{r}}\left(\rho^{\left(V_{t}\right)}\right)^{1+\frac{1}{\theta}} y\right) \tag{6.17}
\end{align*}
$$

and $\epsilon^{\prime}=\epsilon /\left[(\alpha+1)\left(1+\frac{1}{\theta}-\frac{1}{r}\right)\right]$. Since $k^{(\alpha, \theta)}(x, y)$ is a continuous function in $x, y \in[0, \infty)$, and $c^{\left(V_{t}\right)}$ and $\rho^{\left(V_{t}\right)}$ are continuous functions in $t$ with values in a compact subset of $(0, \infty)$ as $t \in[0,1]$, we have that $f(t)$ is continuous for $t \in(0,1]$ with $f(t)=\mathcal{O}\left(t^{(\alpha+1)\left(\frac{1}{\theta}-\frac{1}{r}\right)+\alpha}\right)$ as $t \rightarrow 0_{+}$. We note that for all $\alpha>-1$ and $r \geq 1,(\alpha+1)\left(\theta^{-1}-r^{-1}\right)+\alpha>-1$. Thus, we observe that the summation involving $f(j / n)$ in 6.16 is a Riemann sum of a definite integral as $n \rightarrow \infty$, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=N+1}^{n} f\left(\frac{j}{n}\right)=\int_{0}^{1} f(t) d t \tag{6.18}
\end{equation*}
$$

Hence, we only need to show the equality

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\theta^{2} \int_{0}^{\left(\rho^{(V)}\right)^{1+1 / \theta}} u^{\alpha} k^{(\alpha, \theta)}(u x, u y) d u \tag{6.19}
\end{equation*}
$$

to conclude Theorem 1.3 . The proof of 6.19 is technical and involves analysis of the equilibrium measure. Since the proof (6.19) is exactly the same as the proof of [55, Equation (5.46)] that is in 555, Section 5.2], we omit it here. (The proof there does not require $\theta$ to be an integer or a rational, and is valid for all real $\theta>0$.)
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[^1]:    * 37, Proposition 3.6] claims the result for $\theta=1 / 2$, and 44] confirms that the argument in 37] works for all rational $\theta>0$. We note that the argument in [37] works for all real $\theta>0$.

[^2]:    ${ }^{\dagger}$ Here we use the notational convention in [12], which is as remarked there, different from the original notational convention in 56. The relation between these two notational conventions is $J_{a, b}(z)=\phi(a, b ;-z)$. We remark that classical literature like [28] follows [56, while literature in random matrix theory like 33 ] follows 12 .

