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Abstract

Muttalib–Borodin ensembles are characterised by the pair interaction term in the
eigenvalue probability density function being of the form

∏
1≤j<k≤N (λk−λj)(λθk−λθj ).

We study the Laguerre and Jacobi versions of this model — so named by the form of
the one-body interaction terms — and show that for θ ∈ Z+ they can be realised as the
eigenvalue PDF of certain random matrices with Gaussian entries. For general θ > 0,
realisations in terms of the eigenvalue PDF of ensembles involving triangular matrices
are given. In the Laguerre case this is a recent result due to Cheliotis, although our
derivation is different. We make use of a generalisation of a double contour integral
formula for the correlation functions contained in a paper by Adler, van Moerbeke and
Wang to analyse the global density (which we also analyse by studying characteristic
polynomials), and the hard edge scaled correlation functions. For the global density
functional equations for the corresponding resolvents are obtained; solving this gives
the moments in terms of Fuss–Catalan numbers (Laguerre case — a known result)
and particular binomial coefficients (Jacobi case). For θ ∈ Z+ the Laguerre and Jacobi
cases are closely related to the squared singular values for products of θ standard
Gaussian random matrices, and truncations of unitary matrices, respectively. At the
hard edge the double contour integral formulas provide a double contour integral
form of the scaled correlation kernel obtained by Borodin in terms of Wright’s Bessel
function.
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Muttalib–Borodin ensembles

1 Introduction

Recent studies in random matrix theory [18, 34, 17, 14, 24] have drawn renewed
attention to the class of eigenvalue probability density functions (PDFs) proportional to

N∏
l=1

e−V (λl)
∏

1≤j<k≤N

(λk − λj)(λθk − λθj ), λl > 0. (1.1)

These PDFs were proposed by Muttalib [43] in the context of a simplified model of
the joint distribution of the transmission eigenvalues for disordered conductors in the
metallic regime, and with no time reversal symmetry. The latter is known to have its
exact form proportional to [8]

N∏
l=1

e−V (λl)
∏

1≤j<k≤N

(λk − λj)
(

arsinh2 λ
1/2
k − arsinh2 λ

1/2
j

)
, λl > 0, (1.2)

where for large λ, V (λ) = Nc arsinh2 λ1/2(1 + O(N−1)), with c = `/L, ` denoting the
mean free path length and L the length of the wire. In practice one has 1� c� N .

Recalling that arsinh z = log(z +
√
z2 + 1) one sees (1.1) relates to (1.2) in the limit

θ → 0+ when we have
1

θ
(λθk − λθj )→ (log λk − log λj), (1.3)

although this is still only an approximation to the corresponding factor in (1.2). Actually
in [43] attention was restricted to θ a positive integer; on this point we remark that the
change of variables

λ→ λ1/θ (1.4)

maps θ to 1/θ in (1.1) at the expense of altering V (λ).
Our interest is two special cases of (1.1). The first is when

e−V (λ) = λce−λ, λ > 0, c > −1. (1.5)

This is referred to as the Laguerre weight, due to its appearance as the weight function
in the orthogonality of the Laguerre polynomials in the theory of classical orthogonal
polynomials. The choice (1.5), together with the choice of e−V (λ) as a Gaussian or Jacobi
weight (for the latter see (1.6) below), was considered in some detail by Borodin [13].
Due to the significant advancement contained in [13], we will refer to the general class
of PDFs (1.1) as Muttalib–Borodin ensembles, and the particular choice of weight (1.5)
in (1.1) as the Laguerre Muttalib–Borodin ensemble.

Let us now describe our results. In relation to the Laguerre Muttalib–Borodin
ensemble, we first realise the special cases c, θ ∈ Z+ as a particular class of complex
Wishart matrices isolated in [2]. For general parameters we give a new derivation of
a recent result of Cheliotis [17] which gives a realisation in terms of a particular class
of random upper-triangular matrices, and we furthermore develop working in [2] to
generalise this result (Section 2). The differential equation satisfied by the characteristic
polynomial of the ensemble under the mapping (1.4) is studied, and we relate this to
the resolvent and global density (Section 3). We use results contained in [2], and take
inspiration from the recent work [37], to obtain a derivation of the global density directly
from a double contour formula for the one-point function using the saddle point method
(Section 4). Furthermore the double contour integral form of the correlation kernel
given in [2], suitably generalised from integer to real parameters, is used to rederive the
hard edge scaled limit known from [13] (Section 5).
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Muttalib–Borodin ensembles

Parallel to the analysis of the Laguerre Muttalib–Borodin ensemble, we also undertake
an analogous program of study in relation to the Jacobi weight

e−V (λ) = λc1(1− λ)c2 , 0 < λ < 1, c1, c2 > −1. (1.6)

This substituted in (1.1) gives the Jacobi Muttalib–Borodin ensemble. Our realisation
and double contour integral formula for the correlation kernel makes essential use of
results contained in [2]. In relation to the global density, the resolvent is specified by a
nonlinear equation which we solve using the Lagrange inversion formula to deduce that
the moments of the global density are given in terms of particular binomial coefficients.
A trigonometric parametrisation of the spectral variable is given which allows for the
determination of an explicit functional form for the global density. The hard edge scaled
limit gives the same double contour integral form as found for the Laguerre case, in
keeping with the findings of [13].

We now give a precise statement of the main results in our paper for the Laguerre
Muttalib–Borodin ensemble. All the results obtained for the Laguerre case have counter-
parts for the Jacobi case, described in the paragraph above and which are presented in
the body of the paper subsequent to presentation of the Laguerre case. We do not state
the results in their most general form below, and readers can find the generalisations in
subsequent sections.

1.1 Main results for Laguerre Muttalib–Borodin ensemble

First, the Laguerre Muttalib–Borodin ensemble can be realised as the eigenvalues of
a random matrix in the upper-triangular random matrix ensemble, which is defined in
Section 2.1, and if θ, c ∈ Z≥0, it can be realised as the eigenvalues of a random matrix in
the multiple Laguerre ensemble, which is defined in [2] and also described in Section
2.1.

Proposition 1.1. Let Y be a upper-triangular N×N matrix with all entries independent,
the strictly upper-triangular entries distributed as standard complex Gaussians, and the

diagonal entries are real positive random variables with |yk,k|2 d
= Γ[θ(k − 1) + c+ 1, 1], or

equivalently, 2|yk,k|2 d
=χ2

2(θ(k−1)+c+1), for k = 1, . . . , N . Then the eigenvalues λ1, . . . , λn of

Y †Y have the PDF proportional to (1.1) with V given by (1.5). Furthermore, if θ, c ∈ Z≥0,
the PDF of the eigenvalues of Y is the same as the PDF of the eigenvalues of X†X,
where X is an N × N random matrix whose entries xj,k with 1 ≤ j ≤ θ(k − 1) + c + k

have independent standard complex normal distribution, while other entries are zero.

This result is covered by Proposition 2.1 and Corollary 2.3.
The statistical system defined by the Laguerre Muttalib–Borodin ensemble is a

determinantal point process, and so is fully determined by its correlation kernel, for
which we give a double contour integral formula.

Proposition 1.2. The correlation kernel for the Laguerre Muttalib–Borodin ensemble
can be written

KL(x, y) =
1

(2πi)2

h(x)

h(y)

∮
Σ

dz

∮
Γα

dw
x−z−1ywΓ(z + 1)

∏N
k=1(z − αk)

(z − w)Γ(w + 1)
∏N
l=1(w − αl)

, (1.7)

where αj = θ(j − 1) + c is specified in (2.3), and the contours Σ and Γα are specified in
Proposition 2.10. The function h(x) = xc/2ex/2, as specified in (4.3) up to a multiplicative
constant.

This result is covered by Proposition 2.10 and the definition (4.2) of the kernel.
Next, we derive the limiting global density of the ensemble, defined in terms of the

correlation kernel KL(x, x) according to (4.4).
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Muttalib–Borodin ensembles

Proposition 1.3. For all θ > 0, the limiting global density of the Laguerre Muttalib–
Borodin ensemble with change of variable (1.4) is the Fuss–Catalan distribution, that
is,

ρ̃L
(1)(x) = ρF-C(x). (1.8)

Here the the Fuss–Catalan distribution is defined in (4.7). We remark that this result
is not totally new, as we explain in Proposition 3.1, and after proper interpretation can
be proved by a different method. But this method does not generalise simply to the
Jacobi case, so we introduce two alternative methods to prove Proposition 1.3, one in
Section 3.1 for positive integer θ and the other in Section 4.1 for general θ > 0. Both of
these two methods can be applied to the Jacobi case with little change.

Finally, we consider the local behaviour ofKL(x, y) around 0, first obtained by Borodin
[13] in terms of Wright’s Bessel function.

Proposition 1.4. We have

lim
N→∞

N−1/θKL(N−1/θx,N−1/θy)

=
(y
x

)c/2 θ

(2πi)2

∮
Σδ−1/2

dz

∮
Γ0

dw
x−θz−1yθw

z − w
Γ(θz + c+ 1)

Γ(θw + c+ 1)

Γ(z + 1)

Γ(w + 1)

sinπz

sinπw
, (1.9)

where Γ0 is the Hankel loop contour starting at∞+ iε, running parallel to the positive
real axis, looping around the origin, and finishing at∞− iε after again running parallel
to the negative real axis, while Σδ−1/2 is the contour consisting of two rays, one is from

−1/2 to e(π/2+δ)i · ∞ and the other from e−(π/2+δ)i · ∞ to −1/2, where δ ∈ (0, π/2), see
Figure 7. If θ ≥ 1, we can also take δ = 0 and let Σδ−1/2 be the upward vertical contour

through −1/2. In the case θ ∈ Z+ this can be rewritten

x1/θ−1 lim
N→∞

N−1/θKL(θ(x/N)1/θ, θ(y/N)1/θ) =
(y
x

)c/(2θ)
× 1

(2πi)2

∮
Σδ−1/2

dz

∮
Γ0

dw
x−z−1yw

z − w

∏θ−1
k=0 Γ(z + (c+ 1 + k)/θ)∏θ−1
k=0 Γ(w + (c+ 1 + k)/θ)

Γ(z + 1)

Γ(w + 1)

sinπz

sinπw
. (1.10)

This result is proved in Section 5.1.1. We remark that the θ → 0+ limit of Propositions
1.3 and 1.4 are also obtained in this paper, see Sections 4.1.2 and 5.1.2.

2 Realisations and extensions

2.1 The Laguerre upper-triangular ensemble

We use the term complex Wishart matrix to refer to a random matrix of the form
W †W with W containing complex Gaussian entries with mean and standard deviation to
be specified. Furthermore, for any M ×N matrix A, we denote Am×n as the m×n matrix
consisting of the upper-left m× n block of A. We are interested in a particular complex
Wishart matrix, due to Adler, van Moerbeke and Wang [2], which is parametrised by
non-negative integers α1, . . . , αN satisfying

1 + α1 ≤ 2 + α2 ≤ · · · ≤ N + αN ≤M, (2.1)

with M ≥ N . One defines the M ×N random matrix X = [xj,k] j=1,...,M
k=1,...,N

to have entries

xj,k
d
=

{
N[0, 1/2] + iN[0, 1/2], 1 ≤ j ≤ k + αk
0, otherwise.

All nonzero entries of X are therefore standard complex Gaussians. Moreover, the
condition (2.1) implies all entries on and above the diagonal of X are non-zero. Due to
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Muttalib–Borodin ensembles

its relationship to a certain family of special functions by the same name, the ensemble
of matrices X†M×nXM×n, (n = 1, . . . ,M) was referred to in [2] as the multiple Laguerre
ensemble. Our first result is to specify an upper-triangular matrix obtained from X by
a sequence of Householder transformations. Such transformations were introduced
into random matrix theory in [51], [48], and furthermore underpin the construction of
β-ensembles as formulated in [21].

We denote by Γ[k, σ] the gamma distribution, specified by the density function
(σ−k/Γ(k))tk−1e−t/σ, (t > 0). Let Y = [yj,k]j,k=1,...,N be an upper-triangular N × N

random matrix with all entries independent. The strictly upper-triangular entries are
distributed as standard complex Gaussians, and the diagonal entries are real positive
random variables with distributions depending on parameters αk > −1 specified by

|yk,k|2 d
= Γ[αk + 1, 1], or equivalently 2|yk,k|2 d

=χ2
2(αk+1), (k = 1, . . . , N). (2.2)

We say that Y is a random matrix in the upper-triangular ensemble, and that Y †Y belongs
to the Laguerre upper-triangular ensemble.

Proposition 2.1. The random matrices X†M×1XM×1, X†M×2XM×2, . . . , X†M×NXM×N

and Y †N×1YN×1, Y
†
N×2YN×2, . . . , Y

†
N×NYN×N have the same joint distribution. In particu-

lar, the eigenvalues of X†M×1XM×1, X
†
M×2XM×2, . . . , X

†
M×NXM×N have the same joint

distribution as the eigenvalues of Y †N×1YN×1, Y
†
N×2YN×2, . . . , Y

†
N×NYN×N .

Proof. Recall that a complex Householder reflection matrix acting on the left of the
M ×N matrix X has the form

U = IM − 2~u ~u †,

where † denotes the operation of complex conjugate and transpose and ~u is a M × 1

complex column vector with the property that ~u † · ~u = 1. This latter requirement implies
U†U = IM , so U is unitary. Geometrically U corresponds to a reflection in the complex
hyperplane orthogonal to ~u †.

To prove the proposition, we construct a sequence of M × N random matrices
X(0) = X,X(1), . . . , X(N) and a sequence of M × M random Householder reflection
matrices U (1), . . . , U (N) inductively. The matrix U (l) is determined by X(l−1) and X(l+1) =

U (l+1)X(l) (l = 0, 1, . . . , N − 1), where X(l) satisfies: (1) the (j, k) entry is zero for
k < j ≤ M if 1 ≤ k ≤ l, or k + αk < j ≤ M if l < k ≤ N ; (2) the diagonal (k, k) entry is
real positive and its square is in Γ[αk + 1, 1] distribution if k ≤ l; (3) all other entries
are in complex standard Gaussian distribution. By the method of construction to be

detailed below, the block of X(N) consisting of the first N rows is such that X(N)
N×N

d
=Y ,

and all entries in the last (M −N) rows of X(N) are zeros. Thus the joint distribution

of (X
(N)
M×n)†X

(N)
M×n for n = 1, . . . , N is the same as that of Y †N×nYN×n. On the other hand,

X(N) is a function of X and for any n, (X
(N)
M×n)†X

(N)
M×n = X†M×nXM×n. Except for the

construction of {X(l)}, this finishes the proof.

We now give an algorithm for the construction using induction. For any l = 0, . . . , N −
1, by the induction assumption X(l) = [x

(l)
j,k] j=1,...,M

k=1,...,N
is well defined and x

(l)
j,l+1 with j =

l + 1, . . . , l + 1 + αl+1 are in independent complex standard Gaussian distribution. We
denote the (1 + αl+1)-dimensional vector

~x(l+1) = (x
(l)
l+1,l+1, x

(l)
l+2,l+1, . . . , x

(l)
l+1+αl+1,l+1)T .

We construct the Householder reflection matrix U (l+1) using ~u(l+1), which is a concate-
nation of an l-dimensional zero vector, an (1 + αl+1)-dimensional vector ~v(l+1), and an
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(M − l − 1− αl+1)-dimensional zero vector. Here the vector ~v(l+1) is defined as the unit
vector

~w

‖~w‖ , where ~w = ~x(l+1) − (‖~x(l+1)‖, 0, . . . , 0)T ,

if ~x(l+1) 6= 0, and is defined simply as (1, 0, . . . , 0)T if ~x(l+1) = 0.

From the definition of U (l+1), and recalling X(l+1) = U (l+1)X(l), it is clear that X(l+1)

and X(l) are identical in the upper block consisting of the first l rows and the lower
block consisting of the last (M − l − 1 − αl+1) rows. In the middle block consisting of
the remaining 1 + αl+1 rows, the left part consisting of the middle part of the left-most
l columns of X(l) are zeros, so they remain zero in X(l+1). The entries of X(l) in the
right part of the middle block consisting of the right-most (N − l − 1) columns are in
independent complex standard Gaussian distribution, and they are all independent of
~u(l+1). So after the left multiplication by U (l+1), the entries of X(l+1) in that part of the
middle block are also in independent complex standard Gaussian distribution by the
rotational invariance of random Gaussian vectors. The (l + 1)-th column of the middle
block becomes (‖~x(l+1)‖, 0, . . . , 0)T , so its first entry is positive and the square of the first
entry is in Γ[αk + 1, 1] distribution, while all other entries are zero. Hence each X(l+1)

satisfies the required properties, so finishing the proof by induction.

Remark 2.2. Since we are interested in the spectral properties of X†M×nXM×n in the

multiple Laguerre ensemble of [2], and by Proposition 2.1 they are identical to Y †N×nYN×n
with α1, . . . , αN restricted to some subset to their domain, we can think of the upper-
triangular ensemble as a generalisation of the multiple Laguerre ensemble.

The upper-triangular matrix Y distributed as in (2.2) with

αj = θ(j − 1) + c (j = 1, . . . , N), (2.3)

has recently been shown by Cheliotis [17] to have the PDF for its squared singular values
given by the Laguerre Muttalib–Borodin ensemble (1.1) with weight (1.5). For this to
relate to our construction from complex Gaussian matrices according to Proposition
2.1 we must have θ and c non-negative integers. Thus in this circumstance we have
identified a realisation of this ensemble as the eigenvalue PDF of a Wishart matrix.

Corollary 2.3. Consider the matrix X as defined below (2.1), and with θ, c ∈ Z≥0, let αj
be specified as in (2.3). We have that the eigenvalue PDF of the Wishart matrix X†X is
given by the Laguerre Muttalib–Borodin ensemble (1.1) with weight (1.5).

Corollary 2.3 is a special case of Corollary 2.8(a) below. Additional details of the
spectral properties of X†X, or equivalently according to Proposition 2.1, of Y †Y with
the parameters αj of integer values, beyond the joint distribution of the eigenvalues
have been given in [2]. In particular, we can read off from the multiple Laguerre part of
[2, Thm. 1] the explicit functional form of the conditional distribution of the eigenvalues
of Y †N×nYN×n, given the eigenvalues of Y †N×(n−1)YN×(n−1), where Yp×q denotes the top
p × q sub-block of Y . Below we show that the results can be generalised to arbitrary
upper-triangular random matrices Y with real-valued αj > −1. The proofs are similar to
those in [2] and we mainly emphasis the differences.

Proposition 2.4. Let the N ×N random matrix Y be in the upper-triangular ensemble
with diagonal entries specified by (2.2). Denote by {λ1, . . . , λn} and {µ1, . . . , µn−1} the
eigenvalues of Y †N×nYN×n and Y †N×(n−1)YN×(n−1) respectively in descending order. The
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Muttalib–Borodin ensembles

conditional PDF of {λ1, . . . , λn}, with {µ1, . . . , µn−1} fixed and distinct, is equal to

pn,n−1({λj}nj=1, {µj}n−1
j=1 ) =

1

Γ(αn + 1)

n∏
k=1

λαnk e−λk
n−1∏
l=1

µ−αn−1
l eµl

∏
1≤j<k≤n(λj − λk)∏

1≤j<k≤n−1(µj − µk)
, (2.4)

subject to the interlacing constraint

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn ≥ 0. (2.5)

Actually we can prove a slightly stronger result:

Lemma 2.5. Let A = (ai,j) be an (n− 1)× (n− 1) matrix with the eigenvalues of A†A
being {µ1, . . . , µn−1} in descending order. Define the n× n matrix B = (bi,j) by letting:
(1) the (n − 1) × (n − 1) upper-triangular block equal A; (2) the bottom row has all
entries but the rightmost one equal 0; (3) all entries of the rightmost row be independent

random variables, such that the (n, n)-entry bn,n is real positive with |bn,n|2 d
= Γ[αn + 1, 1],

and all other entries in the row are in standard complex normal distribution. Then the
eigenvalues of B†B, denoted by {λ1, . . . , λn} in descending order, satisfies the interlacing
constraint (2.5) and have the distribution given by pn,n−1({λj}nj=1, {µj}n−1

j=1 ) in (2.4).

Proof of Lemma 2.5. A key point is that

BB† = Bn×(n−1)B
†
n×(n−1) + ~y~y†, (2.6)

where ~y = (b1,n, b2,n, . . . , bn,n)T . The distribution of bk,n implies that

|bk,n|2 d
= Γ[1, 1] (k = 1, . . . , n− 1), |bn,n|2 d

= Γ[αk + 1, 1]. (2.7)

Moreover there exists an (n−1)×(n−1) unitary matrix V depending on A = B(n−1)×(n−1)

such that

(V ⊕ I1)Bn×(n−1)B
†
n×(n−1)(V ⊕ I1)† = diag[µ1, . . . , µn−1, 0], (2.8)

where

V ⊕ I1 =

[
V O(n−1)×1

O1×(n−1) 1

]
.

Using the property that the multiplication of a unitary matrix and a vector of independent
standard complex Gaussians yields another vector of independent standard complex
Gaussians, we have that the vector ~z = (z1, . . . , zn)T defined as

~z = (V ⊕ I1)~y

has the properties that all its components are independent, z1, . . . , zn−1 are in standard
complex normal distribution, and

|zk|2 d
= Γ[1, 1] (k = 1, . . . , n− 1), and zn = bn,n.

Conjugating both sides of (2.6) as in (2.8), we have that

ePDFB†B = ePDFBB† = ePDF
(

diag[µ1, . . . , µn−1, 0] + ~z~z †
)

(2.9)

where ePDF denotes the eigenvalue PDF.
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By a standard manipulation of the characteristic polynomial, one can show that the
eigenvalue equation for the matrix on the RHS of (2.9) is given by

0 = 1 +
(
− |zn|

2

λ
+

n−1∑
k=1

|zk|2
µk − λ

)
. (2.10)

The distribution of the roots of this rational function, with residues distributed according
to (2.7), and thus the conditional PDF of {λ1, . . . , λn}, can now be read off as a special
case of [26, Cor. 3], and (2.4) with interlacing constraint (2.5) follows.

Knowledge of Proposition 2.4 allows us to rederive the result of Cheliotis [17] noted
below (2.3). We will require the use of a particular multiple integral evaluation.

Lemma 2.6. Let R�λ denote the region (2.5) for (µ1, . . . , µn−1), and suppose αk 6= αn
(k = 1, . . . , n− 1). We have

n∏
l=1

λαnl

∫
R�λ

n−1∏
l=1

µ−αn−1
l det[µαkj ]j,k=1,...,n−1 dµ1 · · · dµn−1

=

n−1∏
k=1

1

αk − αn
det[λαkj ]j,k=1,...,n. (2.11)

Proof. We have

n−1∏
l=1

µ−αn−1
l det[µαkj ]j,k=1,...,n−1 = det[µαk−αn−1

j ]j,k=1,...,n−1. (2.12)

Since the dependence on µj is entirely in row j, the integration over λj+1 > µj > λj can
be done row-by-row. Furthermore, by adding row 1, . . . , j − 1 to row j the integration
can be taken to be over λj+1 > µj > λ1. Applying this operation to (2.12) gives

n−1∏
k=1

1

αk − αn
det[λαk−αnj+1 − λαk−αn1 ]j,k=1,...,n−1.

But
det[λαk−αnj+1 − λαk−αn1 ]j,k=1,...,n−1 = det[λαk−αnj ]j,k=1,...,n,

as can be seen by subtracting the first row from each of the next rows in the determinant
on the RHS, then expanding by the final column to obtain the LHS. Thus (2.11) now
follows.

Remark 2.7. Let λ = (λ1, λ2, . . . , λN ) denote a partition [50, Chap. 7]. The Schur
polynomial can be defined by

sλ(x1, . . . , xN ) =
det[x

λN−k+1+k−1
j ]j,k=1,...,N∏
1≤j<k≤N (xk − xj)

, (2.13)

which in fact is well defined for any N -array λ. With N = n−1, set λN−k+1 +k = αk−αn
and define α̃(n−1) = (αn−1 − αn − n− 1, αn−2 − αn − n+ 2, . . . , α1 − αn + 1). Substituting
(2.13) in (2.11) gives∫

R�λ

∏
1≤j<k≤n−1

(µk − µk)sα̃(n−1)(µ1, . . . , µn−1) dµ1 · · · dµn−1

=

n−1∏
k=1

1

αk − αn
∏

1≤j<k≤n

(λk − λj)sα̃(n)(λ1, . . . , λn), (2.14)

EJP 22 (2017), paper 54.
Page 8/43

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/17-EJP62
http://www.imstat.org/ejp/


Muttalib–Borodin ensembles

where α̃(n) is the n-array formed from the (n − 1)-array α̃(n−1) by appending 0 to the
end. This is a special case of an integration formula from the theory of Jack polynomials
[46, 36, 32]; see also [23, Eq. (12.210)].

Corollary 2.8. Let the N × N random matrix Y be in the upper-triangular ensemble
with diagonal entries specified by (2.2).

(a) [17] For all n = 1, . . . , N , the eigenvalue PDF of Y †N×nYN×n = Y †n×nYn×n, denoted

by λ(n) = {λ(n)
1 , . . . , λ

(n)
n } in descendent order, is equal to

pn(λ
(n)
1 , . . . , λ(n)

n ) =

C−1
n∏

1≤j<k≤n(αj − αk)

(
n∏
k=1

e−λ
(n)
k

) ∏
1≤j<k≤n

(λ
(n)
j − λ(n)

k ) det[(λ
(n)
j )αk ]j,k=1,...,n,

(2.15)

where

Cn =

n∏
l=1

Γ(αl + 1). (2.16)

In the special case the αj are given by (2.3) this reduces to

pn(λ
(n)
1 , . . . , λ(n)

n ) =
1

Cn,θ,c

n∏
k=1

(λ
(n)
k )ce−λ

(n)
k

∏
1≤j<k≤n

(λ
(n)
j − λ(n)

k )((λ
(n)
j )θ − (λ

(n)
k )θ),

(2.17)
where

Cn,θ,c =

n∏
l=1

Γ(θ(l − 1) + c+ 1) θn(n−1)/2
n−1∏
l=1

l!. (2.18)

(b) The joint probability density function of λ(1), λ(2), . . . , λ(N) is equal to

p(λ(1), . . . , λ(n)) =
1

CN

∏
1≤j<k≤N

(λ
(N)
j − λ(N)

k )

N∏
n=1

(λ(N)
n )αN e−λ

(N)
n

×
N−1∏
n=1

(
n∏
i=1

(λ
(n)
i )αn−αn+1−1

)
1λ(n)�λ(n+1) , (2.19)

where Cn is defined in (2.16), and 1µ�λ is the indicator function of the region that
satisfies inequality (2.5).

In case that some αi are identical, we understand the formulas in the limiting sense with
l’Hôpital’s rule.

Proof of Part (a). We prove the case that αi are distinct, and the general result follows
by analytical continuation.

In the case n = 1 we see from (2.2) that the PDF of the unique eigenvalue λ
(1)
1 is

equal to Γ(α1 + 1)−1(λ
(1)
1 )α1e−λ

(1)
1 , which is the n = 1 case of (2.15). Let us now assume

that (2.15) is valid in the case n − 1. Next we prove the n > 1 cases by induction.
For notational simplicity, we denote λ(n)

i by λi and λ(n−1)
i by µi. Recall the conditional

PDF pn,n−1({λj}nj=1, {µj}n−1
j=1 ) of {λ1, . . . , λn} with fixed {µ1, . . . , µn−1}, such that the

interlacing condition (2.5) is satisfied, defined in (2.4). Our task is to show that with R�λ
the domain of {µ1, . . . , µn−1} given by (2.5),∫

R�λ

pn,n−1({λj}nj=1, {µj}n−1
j=1 )pn−1(µ1, . . . , µn−1) dµ1 · · · dµn−1 = pn(λ1, . . . , λn). (2.20)
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Substituting for the integrand, then making use of Lemma 2.6 shows that the LHS is
equal to

1

Cn−1

1

Γ(αn + 1)

∏
1≤j<k≤n

1

αj − αk

n∏
k=1

e−λk
∏

1≤j<k≤n

(λj − λk) det[λαkj ]j,k=1,...,n.

Comparison with (2.15) and recalling (2.16) shows that this is precisely the RHS.
To deduce (2.17) from (2.15) we make use of the Vandermonde determinant identity∏

1≤j<k≤n

(xk − xj) = det[xk−1
j ]j,k=1,...,n.

Proof of Part (b). By Lemma 2.5, we have that the eigenvalues λ(1), λ(2), . . . , λ(N) consti-
tute an inhomogeneous Markov chain with the transition probability density function
from time n − 1 to time n given by (2.4). Thus the joint distribution function of λ(n)

(n = 1, . . . , N ) is obtained by multiplying (2.4) repeatedly. The argument is the same as
the proof of [2, Cor. 1] and we omit the details.

Remark 2.9. In the special case θ = 0 of (2.3) we have from (2.2) that 2|yk,k|2 d
=χ2

2(c+1)

independent of k. Taking the limit θ → 0+ in (2.17), we have that the corresponding
eigenvalue PDF is equal to [17]

1

Γ(c+ 1)n
∏n−1
l=1 l!

n∏
k=1

λcke
−λk

∏
1≤j<k≤n

(λj − λk)(log λj − log λk). (2.21)

From the joint probability distribution function (2.19), we have, as a natural generali-
sation of [2, Thm. 3(c)]:

Proposition 2.10. For matrices in the the upper-triangular ensemble, let the eigenval-
ues λ(1), . . . , λ(N) be defined as in Corollary 2.8. The eigenvalues λ(1), . . . , λ(N) constitute
a determinantal process, and the correlation kernel of λ(n1) and λ(n2) is given by

K(n1, x;n2, y) =
−1

2πi

∮
Γα

x−w−1yw∏n2

l=n1+1(w − αl)
dw1x<y1n1<n2

+
1

(2πi)2

∮
Σ

dz

∮
Γα

dw
x−z−1ywΓ(z + 1)

(z − w)Γ(w + 1)

∏n1

k=1(z − αk)∏n2

l=1(w − αl)
, (2.22)

where Γα is a contour enclosing α1, . . . , αN , while Σ is a Hankel like contour, starting at
−∞− iε, running parallel to the negative real axis, looping around the point z = −1 and
the contour Γα, and finishing at −∞+ iε after again running parallel to the negative real
axis, see Figure 1.

−1 α1 α2 αNΓα

Σ

Figure 1: Schematic figures of Γα and Σ.

The proof of the proposition is by a standard argument for determinantal processes
based on the joint probability density function (2.19). In [2, Thm. 3(c)], the proposition
for non-negative integer αi under condition (2.1) is proved. Since the proof does not use
these additional conditions, it is also a complete proof to Proposition 2.10.
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2.2 The Jacobi upper-triangular ensemble

Adler, van Moerbeke and Wang [2] considered the joint eigenvalue PDF of a sequence
of random matrices

J̃n = (X†M×nXM×n)(A†M ′×nAM ′×n +X†M×nXM×n)−1

= (A†M ′×nAM ′×n(X†M×nXM×n)−1 + In)−1, n = 1, . . . , N
(2.23)

where XM×n is the left M × n sub-block of the M × N matrix X specified by (2.2),
while AM ′×n is the top M ′ × n sub-block of the M ′ ×N matrix A which has all elements
independently distributed as standard complex Gaussians. Here it is required that M ≥ n
and M ′ ≥ n. Due to its relationship to particular multiple orthogonal polynomials, this
was referred to as the Jacobi-Piñeiro ensemble.

We consider in this section a Jacobi-type counterpart of the random matrix ensembles
Y †N×nYN×n in Section 2.1. To this end, we use the N ×N random matrix Y specified in
Section 2.1 above Proposition 2.1, and denote the N × N random matrix Z, which is
also in the same upper-triangular ensemble as Y . Let Z = [zj,k]j,k=1,...,N be an upper-
triangular N × N random matrix with all upper-triangular entries independent, the
diagonal entries be real positive with distributions depending on parameters βk > −1

|zk,k|2 d
= Γ[βk + 1, 1], or equivalently 2|zk,k|2 d

=χ2
2(βk+1), (k = 1, . . . , N), (2.24)

and all entries strictly above the diagonal be complex and in standard complex Gaussian
distribution. Then define for all n = 1, . . . , N

Jn = (Y †N×nYN×n)(Z†N×nZN×n + Y †N×nYN×n)−1

= (Z†N×nZN×n(Y †N×nYN×n)−1 + In)−1,
(2.25)

where YN×n (resp. ZN×n) is the left N × n sub-block of the N ×N matrix Y (resp. Z).
Note that both J̃n and Jn depend on parameters α1, . . . , αn > −1, Jn also depends on
β1, . . . , βn > −1 and for J̃n it is further assumed that α1, . . . , αn are non-negative integers
satisfying inequality (2.1). We say that the matrices Jn form the Jacobi upper-triangular
ensemble.

Parallel to Proposition 2.1, we have

Proposition 2.11. Fix nonnegative integers α1, . . . , αN such that (2.1) is satisfied and fix
βi = M ′−i (i = 1, . . . , N ), and consider Jn and J̃n defined by (2.25) and (2.23) respectively
with the same parameters α1, . . . αn. Then the joint distribution of J̃1, J̃2, . . . , J̃N is the
same as the joint distribution of J1, J2, . . . , JN . In particular, the joint distribution of
the eigenvalues of J̃1, . . . , J̃n is the same as the joint distribution of the eigenvalues of
J1, . . . , JN .

Proof. The proof is analogous to that of Proposition 2.1, and we divide it into two steps.
As a bridge between J̃n and Jn, for all n = 1, . . . , N we define

Ĵn = (Y †N×nYN×n)(A†M ′×nA
†
M ′×n + Y †N×nYN×n)−1. (2.26)

Recall the sequence of random matrices X(0) = X,X(1), . . . , X(N) and random House-
holder matrices U (1), . . . , U (N) constructed in the proof of Proposition 2.1. We have that
for all n = 1, . . . , N , (X

(N)
M×n)†X

(N)
M×n are independent of A, and they have the same joint

distribution as Y †N×nYN×n. So the joint distribution of Ĵn is the same as that of

J̃ (N)
n = ((X

(N)
M×n)†X

(N)
M×n)(A†M ′×nAM ′×n + (X

(N)
M×n)†X

(N)
M×n)−1.
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On the other hand, X(N) is a function of X and (X
(N)
M×n)†X

(N)
M×n = X†M×nXM×n, so J̃ (N)

n

is identical to J̃n given that X and A are the same. Thus we have showed that the joint
distribution of J̃n is the same as that of Ĵn.

Next, since A is also in the upper-triangular ensemble, we use the same algo-
rithm in the proof of Proposition 2.1 to construct a sequence of random matrices
A(0) = A,A(1), . . . , A(N) and random Householder matrices V (1), . . . , V (N), such that
A(n+1) = V (n+1)A(n) and A(n) satisfy the same conditions as X(n) but with the parame-
ters M,α1, . . . , αN replaced by M ′, β1 = M ′ − 1, . . . , βN = M ′ −N . We have that for all
n = 1, . . . , N , each (A

(N)
M ′×n)†A

(N)
M ′×n is independent of Y , and they have the same joint

distribution as Z†N×nZN×n. So the joint distribution of Jn is the same as that of

Ĵ (N)
n = (Y †N×nYN×n)((A

(N)
N×n)†A

(N)
N×n + Y †N×nYN×n)−1.

On the other hand, A(N) is a function of A and (A
(N)
M ′×n)†A

(N)
M ′×n = A†M ′×nAM ′×n. So

Ĵ
(N)
n is identical to Ĵn given that Y and A are identical. Thus we show that the joint

distribution of Ĵn is the same as that of Jn.

The following proposition is the Jacobi counterpart of Proposition 2.4, and its proof is
analogous to that of the Jacobi-Piñeiro part of [2, Thm. 1].

Proposition 2.12. Let the N ×N random matrices Y and Z be in the upper-triangular
ensemble with diagonal entries specified by (2.2) and (2.24), and thus with parameters
α1, . . . , αN and β1, . . . , βN respectively. Denote by {λ1, . . . , λn} and {µ1, . . . , µn−1} the
eigenvalues of Jn and Jn−1 respectively in descending order, where Jn and Jn−1 are
defined in (2.25). The conditional PDF of {λ1, . . . , λn}, with {µ1, . . . , µn−1} fixed and
distinct, is equal to

pn,n−1({λj}nj=1, {µj}n−1
j=1 ) =

Γ(αn + βn + n+ 1)

Γ(αn + 1)Γ(βn + 1)

×
n∏
k=1

λαnk (1− λk)βn
n−1∏
l=1

µ−αn−1
l (1− µl)−βn−1

∏
1≤j<k≤n(λj − λk)∏

1≤j<k≤n−1(µj − µk)
, (2.27)

subject to the interlacing constraint

1 ≥ λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn ≥ 0. (2.28)

Analogous to Proposition 2.4, we actually prove a slightly stronger result:

Lemma 2.13. Let Cn−1 = (ci,j) and Bn−1 = (bi,j) be (n− 1)× (n− 1) invertible matrices
such that the eigenvalues of (C†n−1Cn−1)(B†n−1Bn−1 +C†n−1Cn−1)−1 are {µ1, . . . , µn−1} in
descending order. Define the n×n matrix Cn (resp. Bn) by letting: (1) the (n−1)×(n−1)

upper-triangular block equal Cn−1 (resp. Bn−1); (2) the bottom row has all entries but
the rightmost one equal 0; (3) all entries of the rightmost column be independent random

variables, such that the (n, n)-entry cn,n (resp. bn,n) is real positive with |cn,n|2 d
= Γ[αn +

1, 1] (resp. |bn,n|2 d
= Γ[βn + 1, 1]), and all other entries in the column are in standard

complex normal distribution. Then the eigenvalues of (C†nCn)(B†nBn +C†nCn)−1, denoted
by {λ1, . . . , λn} in descending order, satisfy the interlacing constraint (2.28) and have
distribution given by pn,n−1({λj}nj=1, {µj}n−1

j=1 ) in (2.27).

Proof of Lemma 2.13. It is more convenient to consider for ∗ = n or n− 1,

T∗ = (B†∗B∗)
−1C†∗C∗ and R∗ = (C∗B

−1
∗ )†(C∗B

−1
∗ ),
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and their eigenvalues {λ̃1, . . . , λ̃n} for Tn and Rn, and {µ̃1, . . . , µ̃n−1} for Tn−1 and Rn−1,
assumed in ascending order, noting that T∗ and R∗ have the same eigenvalues. The
relations between λ̃i, µ̃i and λi, µi are

λ̃i =
λi

1− λi
, µ̃i =

µi
1− µi

, if λi 6= 1 and µi 6= 1.

It is straightforward to check that the proposition is equivalent to the statement that the
conditional PDF of {λ̃1, . . . , λ̃n} is equal to

p̃n,n−1({λ̃j}nj=1, {µ̃j}n−1
j=1 ) =

Γ(αn + βn + n+ 1)

Γ(αn + 1)Γ(βn + 1)

×
n∏
k=1

λ̃αnk (1 + λ̃k)−(αn+βn+n+1)
n−1∏
l=1

µ̃−αn−1
l (1 + µ̃l)

αn+βn+n

∏
1≤j<k≤n(λj − λk)∏

1≤j<k≤n−1(µj − µk)
,

(2.29)

subject to the interlacing constraint

0 < λ̃1 ≤ µ̃1 ≤ λ̃2 ≤ µ̃2 ≤ · · · ≤ λ̃n. (2.30)

For notational simplicity, we denote ~y=(c1,n, c2,n, . . . , cn−1,n)T, ~z=(b1,n, b2,n, . . . , bn−1,n)T ,
η = cn,n and ζ = bn,n. Then

Rn = Q†Q, where Q =

[
Cn−1B

−1
n−1 ζ−1(~y − Cn−1B

−1
n−1~z)

O1×(n−1) ηζ−1

]
.

Taking the singular value decomposition to Cn−1B
−1
n−1, we have (n − 1)-dimensional

unitary matrices U, V such that

Cn−1B
−1
n−1 = UDV −1, where D = diag[

√
µ̃1, . . . ,

√
µ̃n−1].

Introducing

U ⊕ I1 =

[
U O(n−1)×1

O1×(n−1) 1

]
, V ⊕ I1 =

[
V O(n−1)×1

O1×(n−1) 1

]
,

we have

Q = (U ⊕ I1)

[
D ζ−1 ~w

O1×(n−1) ηζ−1

]
(V ⊕ I1)−1, where ~w = U−1~y −DV −1~z.

Analogous to (2.10), the eigenvalue equation for the matrix Rn = Q†Q is given by

0 = λ+

(
−η

2

ζ2
+

n−1∑
k=1

|wk|2
ζ2

λ

µ̃k − λ

)
, (2.31)

where the wk are components of ~w. Note that |w1|2, . . . , |wn−1|2, η2, ζ2 are independent,
and their distribution functions are positive with densities

|wk|2 d
=

1

1 + µ̃k
e
− t

1+µ̃k , η2 d
=

1

Γ(αn + 1)
tαne−t, ζ2 d

=
1

Γ(βn + 1)
tβne−t.

Comparing (2.31) with [2, Eq. (131)], and using the calculations in [2, Eq. (139)–(141)],
we prove (2.29). (In [2, Eqs. (139)–(141)] the calculations are done for integer valued αn
and βn which are denoted as M ′ − n. But the method works also for real-valued αn and
βn.)
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This result can be used to derive the analogue of Corollary 2.8 in the Jacobi case.

Corollary 2.14. Let α1, . . . , αN be arbitrary real numbers greater than −1 and

βk = β +N − k for k = 1, . . . , N where β > −1. (2.32)

Let Jn be defined in (2.25) for all n = 1, . . . , N .

(a) Then the eigenvalues of the random matrix Jn, denoted by λ(n) = {λ(n)
1 , . . . , λ

(n)
n }

in descending order, is equal to

pn(λ
(n)
1 , . . . , λ(n)

n ) =
C−1
n∏

1≤j<k≤n(αj − αk)

×
n∏
k=1

(1− λ(n)
k )βn

∏
1≤j<k≤n

(λ
(n)
j − λ(n)

k ) det[(λ
(n)
j )αk ]j,k=1,...,n, (2.33)

where

Cn =

n∏
l=1

Γ(αl + 1)Γ(βl + 1)

Γ(αl + β +N + 1)
. (2.34)

In the special case that αj is given by (2.3) this reduces to

pn(λ
(n)
1 , . . . , λ(n)

n ) =

1

Cn,θ,c

n∏
k=1

(λ
(n)
k )c(1− λ(n)

k )βn
∏

1≤j<k≤n

(λ
(n)
j − λ(n)

k )((λ
(n)
j )θ − (λ

(n)
k )θ), (2.35)

where

Cn,θ,c =

n∏
l=1

Γ(θ(l − 1) + c+ 1)Γ(βl + 1)

Γ(θ(l − 1) + c+ β +N + 1)
θn(n−1)/2

n−1∏
l=1

l!. (2.36)

(b) The joint probability distribution function of λ(1), λ(2), . . . , λ(N) is equal to

p(λ(1), . . . , λ(N)) =
1

CN

∏
1≤j<k≤N

(λ
(N)
j − λ(N)

k )
N∏
n=1

(λ(N)
n )αN (1− λ(N)

n )β

×
N∏
n=1

(
n∏
i=1

(λ
(n)
i )αn−αn+1−1

)
1λ(n)�λ(n+1) , (2.37)

where Cn is defined in (2.34), and 1µ�λ is the indicator function of the region that
satisfies inequality (2.30).

In case that some αi are identical, we understand the formulas in the limiting sense with
l’Hôpital’s rule.

Proof of Part (a). We prove the case that the αi are distinct, and the general result
follows by analytical continuation.

In the case n = 1, J1 defined in (2.25) is equal in distribution to χ2
2(α1+1)/(χ

2
2(β1+1) +

χ2
2(α1+1)). It is a classical result [30, Sec. 25.2] that this combination of random variables

is distributed according to the beta distribution B[α1 + 1, β1 + 1] and thus has for its PDF

Γ(α1 + β1 + 2)

Γ(α1 + 1)Γ(β1 + 1)
xα1(1− x)β1 ,
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Muttalib–Borodin ensembles

in agreement with (2.33) with n = 1. Proceeding by induction, let us now assume that
(2.33) is valid in the case n− 1. For notational simplicity, we denote λ(n)

i by λi and λ(n−1)
i

by µi. Our task is to check the validity of∫
RJ�λ

pn,n−1({λj}nj=1, {µj}n−1
j=1 )pn−1(µ1, . . . , µn−1) dµ1 · · · dµn−1 = pn(λ1, . . . , λn),

which is analogous to (2.20), but the integral domain RJ�λ for {µ1, . . . , µn−1} is defined
by (2.28), and the pn, pn−1 and pn,n−1 are defined differently. Recall the conditional
PDF pn,n−1({λj}nj=1, {µj}n−1

j=1 ) of {λ1, . . . , λn} with fixed {µ1, . . . , µn−1}, such that the
interlacing condition (2.28) is satisfied, defined in (2.27). Substituting for the integrand,
then making use of Lemma 2.6 shows that the LHS is equal to

1

Cn−1

Γ(αn + βn + n+ 1)

Γ(αn)Γ(βn + 1)

×
∏

1≤j<k≤n

1

αj − αk

n∏
k=1

(1− λk)βn
∏

1≤j<k≤n

(λj − λk) det[λαkj ]j,k=1,...,n.

Comparison with (2.33) and (2.34) shows that this is precisely the RHS.
We deduce (2.35) from (2.33) in the same way as we deduced (2.17) from (2.15).

Proof of Part (b). By Lemma 2.13, we have that the eigenvalues λ(1), λ(2), . . . , λ(N) con-
stitute an inhomogeneous Markov chain with the transition probability density function
from time n − 1 to time n given by (2.27). Thus the joint distribution function of λ(n)

(n = 1, . . . , N ) is obtained by multiplying (2.27) repeatedly. The argument is the same as
the proof of [2, Cor. 1] and we omit the details.

Remark 2.15. The assumption (2.32) that βk are in arithmetic progression with common
difference −1 is crucial in the application of Lemma 2.6. By the symmetry of the model,
it is also possible to let βk be arbitrary and αk in arithmetic progression with common
difference −1.

From the joint probability distribution function (2.37), we have, as a natural generali-
sation of [2, Thm. 3(d)]:

Proposition 2.16. Let the matrices Jn and the eigenvalues λ(1), . . . , λ(N) be defined as
in Corollary 2.14. The eigenvalues λ(1), . . . , λ(N) constitute a determinantal process, and
the correlation kernel of λ(n1) and λ(n2) is given by

K(n1, x;n2, y) =
−1

2πi

∮
Γα

x−w−1yw∏n2

l=n1+1(w − αl)
dw1x<y1n1<n2

+
1

(2πi)2

∮
Σ

dz

∮
Γα

dw
x−z−1yw

(z − w)

Γ(w + β +N + 1)Γ(z + 1)

Γ(z + β +N + 1)Γ(w + 1)

∏n1

k=1(z − αk)∏n2

l=1(w − αl)
, (2.38)

where

1. if β ∈ Z, Γσ is a positively oriented contour enclosing α1, . . . , αN , while Σ is a
contour going counterclockwise enclosing −1,−2, . . . ,−(β + N) and the contour
Γα, and

2. if β /∈ Z, Γα is a Hankel like contour, starting at −∞ − iε, running parallel to
the negative real axis, enclosing the poles w = −(β + N + k) with k ∈ Z+ and
w = α1, . . . , αN , and finishing at −∞+iε after again running parallel to the negative
real axis, while Σ is a Hankel like contour that loops around Γα.
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The proof of the proposition is by a standard argument of determinantal process
based on the joint probability density function (2.37). In [2, Thm. 3(d)], the proposition
for non-negative integer β and non-negative integer αi under condition (2.1) is proved.
Since the proof does not use these additional conditions, it is also a complete proof to
Proposition 2.16. Note that in [2], only case (1) of the contours occurs.

It is possible to use Corollary 2.8(a) to give an alternative derivation of Corollary
2.14(a), in the case that if β1, . . . , βN satisfies (2.32) with β ∈ Z+. In this case we note
that the eigenvalue PDF of Jn is the same as the eigenvalue PDF of Ĵn defined in (2.26),
where the height of the random matrix A is M ′ = β +N . We also need a recent result
due to Kuijlaars and Stivigny [34]. Below we give the derivation without the tedious
calculation of the normalisation constant of the PDF.

Proposition 2.17 (Special case of [34, Thm. 2.1]). Let the matrix W be an n×n random
matrix such that W †W has an eigenvalue PDF proportional to∏

1≤j<k≤n

(xk − xj) det[fk−1(xj)]
n
j,k=1 (2.39)

for some {fk−1(x)}k=1,...,n. For ν ≥ 0, let G be an (n+ν)×n random matrix whose entries
are in independent standard complex Gaussian distribution. The squared singular values
of GW , or equivalently the eigenvalues of (GW )†GW , have PDF proportional to∏

1≤j<k≤n

(yk − yj) det[gk−1(yj)]
n
j,k=1, (2.40)

where

gk(y) =

∫ ∞
0

xνe−xfk

(y
x

) dx
x
, (k = 0, . . . , n− 1). (2.41)

In the application of Proposition 2.17, we let W = Y −1
n×n and G = AM ′×n, such that

ν = M ′ − n = βn = β + N − n. In Corollary 2.8 we obtained the eigenvalue PDF of
Y †n×nYn×n. From this, by the change of variables λj 7→ 1/xj , we have that the eigenvalue

PDF of W †W = (Yn×nY
†
n×n)−1 is proportional to

n∏
k=1

x
−(n+1)
k e−1/xk

∏
1≤j<k≤n

(xk − xj) det[x−αkj ]j,k=1,...,n,

and so we can take
fk(x) = x−(n+1)e−1/xx−αk .

Then substituting this in (2.41) gives that

gk(y) ∝ yν(1 + y)−(ν+αk+n+1).

Hence we deduce that the eigenvalue PDF of (GW )†GW = (AM ′×nY
−1
n×n)†AM ′×nY

−1
n×n,

which is the same as the eigenvalue PDF of

Ŝn = (Y †n×nYn×n)−1A†M ′×nAM ′×n,

has its eigenvalue PDF pŜn(σ1, . . . , σn) proportional to
n∏
l=1

σνl (1 + σl)
−(ν+n+1)

∏
1≤j<k≤n

(σk − σj) det[(1 + σj)
−αk ]nj,k=1.

The eigenvalues {λj} of Ĵn and the eigenvalues {σj} of Ŝn are related by

λj =
1

σj + 1
. (2.42)

Changing variables to {λj} according to (2.42) gives (2.33) up to the normalisation
constant Cn.
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3 The global density — characteristic polynomial approach

3.1 The Laguerre Muttalib–Borodin ensemble

Recent results [34, 24] have revealed an intimate relationship between random matrix
products and the Laguerre Muttalib–Borodin ensemble. To explain this requires the in-
troduction of a family of integer sequences — the Fuss–Catalan numbers — parametrised
by s ∈ R+ and specified by

Cs(k) =
1

sk + 1

(
sk + k

k

)
, k = 0, 1, 2, . . . (3.1)

For general s > 0 these are known to be moments of a PDF — the Fuss–Catalan density
— with compact support [0, L], L > 0 [7, 41], and they uniquely define the PDF.

Consider first a product of s N ×N matrices X1, . . . , Xs with each containing inde-
pendent, identically distributed zero mean, unit standard deviation random variables.
Alternatively, for one such matrix X1 say, consider the power Xs

1 . In either case, ask for
the limiting spectral density of the squared singular values after dividing by Ns — what
results is precisely the Fuss–Catalan density with parameter s [4, 7, 45].

Consider now the Laguerre Muttalib–Borodin ensemble defined by (1.1) and (1.5).
Let λ(N)

1 , · · · , λ(N)
N be the eigenvalues in the N -dimensional ensemble. As N → ∞, by

standard techniques we have that the empirical distribution of the scaled eigenvalues
N−1λ

(N)
1 , . . . , N−1λ

(N)
N converges in distribution to a limiting probability distribution,

also known as the equilibrium measure of the model; see [20, Sec. 6.4]. The equilibrium
measure is characterised as the minimum of a variation problem; see Claeys and Romano
[18, Eq. (1.22)]. By interpreting the recent results of [18], Forrester and Liu [24]
have identified the global density (i.e. density scaled by an appropriate power of N to
have compact support) for the Laguerre Muttalib–Borodin ensemble in terms of the
Fuss–Catalan density for general s ≥ 1.

Proposition 3.1. Suppose θ ≥ 1 (this is for technical reasons in the working of [18]; in
[24] it is commented that the same result is expected to hold for all θ > 0 and in fact
this has recently been established in [25]). After changing variables x(N)

k = (λ
(N)
k /(Nθ))θ

where λ(N)
1 , . . . , λ

(N)
N are the eigenvalues in the Laguerre Muttalib–Borodin ensemble

defined by (1.1) and (1.5), the empirical distribution of x(N)
1 , . . . , x

(N)
N converges to the

Fuss–Catalan density with parameter θ as N →∞.

In particular, this shows a relationship between the product of s random matrices
and the Laguerre Muttalib–Borodin ensemble with θ = s (see also [34] and the appendix
in [25]). Here we will demonstrate the relationship in a different way, by considering
the characteristic polynomial of the latter after the change of variables (1.4). The proof
of Proposition 3.1 via Claeys and Romano’s approach is valid for all θ ≥ 1 at least, but
depends on the construction of a mapping J(s) [18, Eq. (1.25)], so it is unclear if it can
be applied to the Jacobi case. On the other hand, the approach presented below is valid
only for θ ∈ Z+, but it does generalise to the Jacobi case.

Crucial for the alternative proof is knowledge of certain biorthogonal polynomials
associated with (1.1) where V (x) is given in (1.5). Thus for given j = 0, 1, 2, . . . let
pj(x), qj(x) be monic polynomials of degree j, and suppose these polynomials have the
biorthogonal property∫ ∞

0

e−V (x)pj(x)qk(xθ) dx = hjδj,k, hj > 0, (3.2)

where the positivity of hj follows from the positivity of the integral over (1.1), because
n!h0h1 · · ·hn−1 is equal to the integral over (1.1). Let PN,θ denote the PDF specified by
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(1.1). Straightforward working (see e.g. [23, Prop. 5.1.3]) shows that

〈 N∏
l=1

(x− λ(N)
l )

〉
PN,θ

= pN (x),
〈 N∏
l=1

(x− (λ
(N)
l )θ)

〉
PN,θ

= qN (x). (3.3)

Since Proposition 3.1 requires the change of variables (1.4), we see that qN (x) is
equal to the corresponding averaged characteristic polynomial. For the Laguerre weight
(1.5), the explicit form of qN (x) is known from a result of Konhauser [33]. A relation
between qN (x) and generalised hypergeometric functions is observed in [49]. We will
use the standard notation pFq to denote the generalized hypergeometric function defined
by a series as presented in e.g. [39, Sec. 3].

Proposition 3.2. For the Laguerre weight (1.5), the biorthogonal polynomials {qj(x)}
in (3.2) are given by

qj(x) = (−1)jΓ(θj + c+ 1)

j∑
l=0

(−1)l
(
j

l

)
xl

Γ(θl + c+ 1)
. (3.4)

In the case that θ ∈ Z+, use of the duplication formula for the gamma function shows
that

qj(x) = C · 1Fθ
( −j

(c+ 1)/θ, (c+ 2)/θ, . . . , (c+ θ)/θ

∣∣∣∣ xθθ
)
, (3.5)

where C is independent of x and chosen so that qj(x) is monic.

Below we will make use of the standard fact (see e.g. [39, Sec. 5.1]) that the general-
ized hypergeometric function pFq(

a1,...,ap
b1,...,bq

|x) satisfies the differential equation

x

p∏
n=1

(
x
d

dx
+ an

)
f = x

d

dx

q∏
n=1

(
x
d

dx
+ bn − 1

)
f. (3.6)

Also, we require a technical result relating to the convergence of the Stieltjes transforms
of the empirical distributions of λ(N)

1 , . . . , λ
(N)
N .

Lemma 3.3. For all z in a compact subset of C \ [0,∞), as N →∞, uniformly

lim
N→∞

1

N
log

〈
N∏
n=1

z −(λ(N)
n

Nθ

)θ〉 =

∫
J

log

(
z −

(x
θ

)θ)
dµL(x)

=

∫
J̃

log(z − x̃) dµ̃L(x̃),

(3.7)

where dµL denotes the equilibrium measure, J is the corresponding support, dµ̃L is
the measure transformed from dµL by the change of variable x̃ = (x/θ)θ, and J̃ is the
support of dµ̃L.

The proof of Lemma 3.3 is similar to [20, Lem. 6.77]. Note that in [20] it is required
that the function φ, corresponding to the function log(z − (x/θ)θ), is a bounded function
in x, while our log(z − (x/θ)θ) is not. But since the growth of the function as x → ∞
is mild, the argument there can be applied. Note that for z in a compact subset of
C\ [0,∞), the convergence in (3.7) is uniform, since the functions are uniformly bounded
and equi-continuous. So if we take derivative on both sides of (3.7), the convergence still
holds. Comparing the left-hand side of (3.7) with the formula (3.3) for qN , we have that

lim
N→∞

1

N

d
dz qN ((Nθ)θz)

qN ((Nθ)θz)
= lim
N→∞

(Nθ)θ

N

q′N (x)

qN (x)

∣∣∣
x=(Nθ)θz

= G̃L(z), z ∈ C \ [0,∞), (3.8)
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where

G̃L(z) =

∫
J̃

dµ̃L(x̃)

z − x̃ (3.9)

is the limiting resolvent (or equivalently Stieltjes transform) of the measure dµ̃. Below
we show that G̃L(z) satisfies a polynomial equation which uniquely characterises the
Fuss–Catalan distribution.

Proposition 3.4. Transform the Laguerre Muttalib–Borodin ensemble according to (1.4).
Define G̃L(z) by (3.9) so that it is equal to the resolvent corresponding to the global
scaled density, scaling x = (Nθ)θz. For θ ∈ Z+ we have that

z(zG̃L(z)− 1) = (zG̃L(z))θ+1. (3.10)

Proof. First we note that the convergence (3.8) and (3.9) yields that as N → ∞, for
z ∈ C \ [0,∞),

qN ((Nθ)θz) = exp

(
N

(∫
G̃L(z)dz + C + o(1)

))
,

where o(1) is an analytic function in z that vanishes uniformly for z in any compact set of
C \ [0,∞), and C is a constant. The asymptotic formulas below are thus justified.

Suppose x = O(Nθ) and arg x ∈ (0, 2π), then to leading order in N , after substituting
for {ai}, {bj} as implied by (3.5), we see that (3.6) reads

x

θθ

(
x
d

dx
−N

)
qN =

(
x
d

dx

)θ+1

qN + o(Nθ+1). (3.11)

Now change variables x = (Nθ)θz, and let q(k)
N (x) denote the k-th derivative of qN (x).

Working contained in [24, above Prop. 5.1], establishes that under the validity of (3.8),

dk

dzk
qN ((Nθ)θz)

qN ((Nθ)θz)
= (Nθ)kθ

q
(k)
N (x)

qN (x)

∣∣∣
x=(Nθ)θz

∼ Nk(G̃L(z))k (3.12)

(note that (3.8) itself is the case k = 1; the general k case follows by expressing higher
derivatives in terms of the logarithmic derivatives). Using this in (3.11) gives (3.10).

Remark 3.5. (i) The large z expansion

zG̃L(z) =

∞∑
k=0

m̃L
k

zk
, (3.13)

where m̃L
k denotes the k-th moment of the global scaled spectral measure, substi-

tuted in (3.10) shows that m̃L
k is equal to the k-th Fuss–Catalan number (3.1) with

s = θ. The details of the required calculation can be found in e.g. [24, paragraph
beginning with eq. (2.4)].

(ii) The spectral density is the global scaled limit of the one-point correlation function.
Let λ(N)

1 = λ, λ
(N)
2 , . . . , λ

(N)
N be the eigenvalues in the N -dimensional Laguerre

Muttalib–Borodin ensemble. Then the one-point correlation function is (we sup-
press the N -dependence in the notation ρ(1))

ρ(1)(λ) = N

∫ ∞
0

dλ
(N)
2 · · ·

∫ ∞
0

dλ
(N)
N pN (λ, λ

(N)
2 , . . . , λ

(N)
N ), (3.14)

where pN is the PDF implied by (1.1) with the Laguerre weight (1.5). The scaled
spectral density, as N →∞, converges to the equilibrium measure in distribution:

dµL(x) = lim
N→∞

ρ(1)(Nx)dx, (3.15)

where dµL is the same as in (3.7).
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(iii) The resolvent G̃L(z) defined in (3.9) can be expressed by the limiting spectral
density/equilibrium measure of the Laguerre Muttalib–Borodin ensemble as

G̃L(z) =

∫
J

dµL(x)

z − (x/θ)θ
. (3.16)

There is another viewpoint on deducing the global spectral density from knowledge of
(3.5). This makes use of a recent result of Hardy [29], which subject to a mild technical
condition [29, Eq. (1.12)] states that characteristic polynomials coming from a class of
determinantal point processes including the multiple orthogonal polynomial ensemble
under present discussion (see [29, Sec. 1.4]), the limiting density of zeros equals the
limiting global spectral density. On the other hand, the limiting density of zeros for the
generalised hypergeometric function 1Fθ in (3.5) has been shown by Neuschel [44] to be
given by the Fuss–Catalan density with parameter s = θ. (Strictly speaking the result
of [44] assumes the bottom line of parameters in (3.5) to be positive integers. Since
the leading asymptotics are independent of these parameters, it is expected that this
assumption in [44] is not necessary.)

3.2 The Jacobi Muttalib–Borodin ensemble

As with the Laguerre weight (1.5), for the Muttalib–Borodin ensemble with Jacobi
weight (1.6), we also let λ(N)

1 , . . . , λ
(N)
N be the eigenvalues in the N -dimensional ensemble.

As N → ∞, by standard techniques, we have that the empirical distribution of the
eigenvalues converges in distribution to a limiting probability distribution, also known as
the equilibrium measure of this model. The equilibrium measure can be characterized as
the minimum of a variation problem analogous to that for the Laguerre case, and from
this, in the recent work [25] the moments of the corresponding density have been given
in terms of certain binomial coefficients (see Proposition 3.10 below). Analogous to the
Laguerre ensemble, there is a corresponding system of biorthogonal polynomials. For
j = 0, 1, 2, . . . , let pj(x), qj(x) be monic polynomials of degree j, and with weight V (x)

defined in (1.6) suppose these polynomials have the biorthogonal property analogous to
(3.2), ∫ 1

0

e−V (x)pj(x)qk(xθ) dx = hjδj,k, hj > 0. (3.17)

Let PN,θ denote the PDF specified by (1.1) with V specified by (1.6) and 0 < λl < 1. Then
(3.3) also holds in the Jacobi ensemble with corresponding different meanings of pN , qN
and PN,θ. Below we state algebraic results on the biorthogonal polynomials analogous
to Proposition 3.2. Again we will focus on the polynomials qj(x).

Proposition 3.6. [16, 15, 40] For the Jacobi weight (1.6), the biorthogonal polynomials
{qj(x)} in (3.2) are given by

qj(x) = (−1)j
(1 + c1)θj

(1 + c1 + c2 + j)θj

j∑
l=0

(−1)l
(
j

l

)
(1 + c1 + c2 + j)θl

(1 + c1)θl
xl, (3.18)

where (a)p := Γ(a+ p)/Γ(a). In the case that θ ∈ Z+, use of the duplication formula for
the gamma function shows that

qj(x) ∝ θ+1Fθ

( −j, δ/θ, (δ + 1)/θ, . . . , (δ + θ − 1)/θ

(c1 + 1)/θ, (c1 + 2)/θ, . . . , (c1 + θ)/θ

∣∣∣∣x), (3.19)

where δ := 1 + c1 + c2 + j.

Also we have the analogue of Lemma 3.3.
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Lemma 3.7. For all z ∈ C \ [0, 1], as N →∞,

lim
N→∞

1

N
log

〈
N∏
n=1

(
z − (λ(N)

n )θ
)〉

=

∫
[0,1]

log(z − xθ)dµJ(x)

=

∫
[0,1]

log(z − x̃)dµ̃J(x̃),

(3.20)

where dµJ denote the equilibrium measure of the Jacobi ensemble and dµ̃J denote the
measure transformed from dµJ by the change of variable x̃ = xθ. Note that both dµJ and
dµ̃J have support [0, 1].

The proof of Lemma 3.7 is similar to [20, Lem. 6.77], and we omit the details. From
Lemma 3.7, we derive the counterpart of (3.8), that

lim
N→∞

1

N

q′N (z)

qN (z)
= G̃J(z), λ ∈ C \ [0, 1], (3.21)

where

G̃J(z) =

∫
[0,1]

dµ̃J(x̃)

z − x̃ (3.22)

is the limiting resolvent of the measure dµ̃J. Below we show that G̃J(z) satisfies a
polynomial equation that is similar to (3.10) characterising the Fuss–Catalan distribution.

Proposition 3.8. Transform the Jacobi Muttalib–Borodin ensemble according to (1.4).
Define G̃J(z) by (3.22) so that it is equal to the resolvent corresponding to the global
density. For θ ∈ Z+ we have that

z(zG̃J(z)− 1)(zG̃J(z) + 1/θ)θ = (zG̃J(z))θ+1. (3.23)

Proof. Applying the identity (3.6) to (3.19) with j = N , we have, to leading order in N ,

z
(
z
d

dz
−N

)(
z
d

dz
+
N

θ

)θ
qN =

(
z
d

dz

)θ+1

qN , (3.24)

while the analogue of (3.12) is

q
(k)
N (z)

qN (z)
∼ Nk(G̃J(z))k. (3.25)

Use of (3.25) in (3.24) gives (3.23).

Remark 3.9. (i) Taking the limit θ →∞ in (3.23) gives the nonlinear equation( 1

zG̃J(z)
− 1
)

exp
( 1

zG̃J(z)
− 1
)

= − 1

ze
. (3.26)

By definition, the Lambert W -function W (z) is the principal branch of the functional
equation z = W (z)eW (z) defined in C\(−∞,−e−1), and thus we have in this case

lim
θ→∞

1

zG̃J(z)
− 1 = W

(
− 1

ze

)
. (3.27)

(ii) Generally we expect the global density associated with the weight (1.6) to be
independent of c1 and c2 provided those parameters are themselves independent
of N . On the other hand, the change of variables (1.4) shows that for finite N the
density ρ(1)(x), defined by (3.14) with pN the PDF implied by (1.1) with the Jacobi
weight (1.6), has the functional property

ρ(1)(x)
∣∣∣
c2=0

= θxθ−1ρ(1)(x
θ)
∣∣∣c1 7→(c1+1)/θ−1,

c2=0,θ 7→1/θ

. (3.28)
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(iii) For θ = 1 (3.23) reduces to the simple quadratic equation (z − 1)(zG̃J(z))2 = z

and thus zG̃J(z) = 1/(1 − 1/z)1/2, where we have imposed the requirement that
zG(z) → 1 as z → ∞ in choosing the root of the quadratic. Recalling (3.16),
this implies the well known functional form for the density in the classical Jacobi
ensemble (see e.g. [23, Prop. 3.6.3])

dµ̃J(y) = dµJ(y) =
1

π

1√
y(1− y)

dy, 0 < y < 1. (3.29)

A feature of (3.29) is that the moments are given in terms of a binomial coefficient,

1

π

∫ 1

0

yp√
y(1− y)

dy =
1

22p

(
2p

p

)
. (3.30)

In fact it is possible to show that the moments of the density implied by the appropriate
solution of (3.23) are given in terms of binomial coefficients for general θ > 0.

By the definition (3.22) of G̃J(z), for |z| > 1 we have the expansion

zG̃J(z) =

∞∑
p=0

m̃J
p

zp
, (3.31)

where m̃J
p denotes the p-th moment of µ̃J(x), analogous to (3.13). To compute {m̃J

p} we
are guided by the knowledge that the moments (3.1) corresponding to the density for
the Laguerre Muttalib–Borodin ensemble can be computed from the functional equation
(3.10) by using the Lagrange inversion formula (see e.g. [24, Sec. 2]). The setting of the
latter requires two analytic functions f(z) and φ(z) in a neighbourhood Ω of a point a,
and t to be small enough so that |tφ(z)| < |z − a|, z ∈ Ω. It tells us that the equation in ζ

ζ = a+ tφ(ζ) (3.32)

has one solution in Ω and furthermore

f(ζ) = f(a) +

∞∑
n=1

tn

n!

dn−1

dan−1
(f ′(a)(φ(a))n). (3.33)

Proposition 3.10. Let θ > 0 and L := (1 + θ)1+θθ−θ, and define G̃J(z) as the solution of
(3.23) with the expansion (3.31) for θ > 0. We have

m̃J
p = L−p

(
(1 + θ)p

p

)
. (3.34)

Proof. Let 1/z = Lt and X = zG̃J(z). Then by (3.31), X is a power series in 1/z and also
a power series in t. Simple manipulation of (3.23) shows

X = tφ(X), where φ(z) = (1 + θ)
(1 + z)θ+1

(1 + θz/(1 + θ))θ
, (3.35)

which is of the form (3.32) with a = 0. Applying (3.33) with f(ζ) = ζ and recalling (3.31)
shows that

m̃J
p =

L−p

p!

dpX

dtp

∣∣∣∣
t=0

= L−p
(1 + θ)p

p!

dp−1

dzp−1
(

(1 + z)θ+1

(1 + θz/(1 + θ))θ

)p∣∣∣∣
z=0

. (3.36)

Using the binomial theorem to expand the two main factors on the right-hand side
in (3.36) into power series in z, then combining the coefficients appropriately to form a
single power series shows

m̃J
p = L−p

(1 + θ)p

p

p−1∑
q=0

(
(θ + 1)p

q

)( −θp
p− 1− q

)( θ

1 + θ

)p−1−q
. (3.37)
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The sum can be recognised as a polynomial example of a particular 2F1 Gaussian
hypergeometric function, allowing us to write

m̃J
p = L−p

θp

p

(1 + θ)

θ

(−θp
p− 1

)
2F1

(1− p,−p(1 + θ)

2− p(1 + θ)

∣∣∣1 + θ

θ

)
. (3.38)

The functional equation for the gamma function shows(−θp
p− 1

)
=

(−1)p−1p

p(θ + 1)− 1

(
p(1 + θ)− 1

p

)
. (3.39)

Also, in general, it is a simple exercise to verify from the series definition of 2F1 that

2F1(a, b; c; z) =
2b− c+ 2 + (a− b− 1)z

b− c+ 1
2F1(a, b+ 1; c; z)

+
(b+ 1)(z − 1)

b− c+ 1
2F1(a, b+ 2; c; z).

In the case of the 2F1 in (3.38) we have 2b− c+ 2 + (a− b− 1)z = 0, b+ 2 = c. Thus on
the RHS, only the second term contributes, and furthermore it can be simplified from
the fact that 2F1(a, b+ 2; b+ 2; z) = (1− z)−a, implying the result

2F1

(1− p,−p(1 + θ)

2− p(1 + θ)

∣∣∣1 + θ

θ

)
= (−1)p−1 p(1 + θ)− 1

θp
. (3.40)

Substituting (3.39) and (3.40) into (3.38) we obtain (3.34).

Remark 3.11. (i) With 1/z = Lt, the large z expansion of zG̃J(z) is thus seen to be a
special case of the function

F (t) =

∞∑
n=0

(
α+ βn

n

)
tn. (3.41)

This is intimately related to Lambert’s solution of the trinomial equation x = q+xm

in a power series in q [28]. In mathematical physics, there are applications of
(3.41), and its multivariable analogue, in the theory of anyons [5, 6].

(ii) As z → 0, we read off from (3.23) that (zG̃J(z))θ+1 ∼ −z(1/θ)θ. Since the
corresponding global density is given in terms of the resolvent by dµ̃J(x) =
1
π Im G̃J(x− i0)dx, it follows that

dµ̃J(x) ∼
x→0+

sin
(

π
θ+1

)
πθ

θ
θ+1

x−
θ
θ+1 dx. (3.42)

Up to the scale factor (1/θ)θ/(θ+1), this is identical to the known x→ 0+ behaviour
of the global density in the Laguerre case [24, Cor. 2.4 with p = θ + 1, r = 1].

(iii) For θ = 2 we have the explicit functional form [42]

dµ̃J(x)
∣∣
θ=2

=

(
3(1 +

√
1− x)1/3

4π
√

3(1− x)
x−2/3 +

3(1 +
√

1− x)−1/3

4π
√

3(1− x)
x−1/3

)
dx.

The corresponding leading term behaviour for x→ 0+ agrees with that implied by
(3.42).
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In addition to the above remarks, we draw attention to a relationship between
the Jacobi Muttalib–Borodin ensemble and products of truncations of Haar distributed
unitary matrices. Let Uj be a Haar distributed unitary random matrix of size mj ×mj

and let Tj be the corresponding (n+νj)× (n+νj−1), with νj ≥ 0 and ν0 = 0, and mj ≥ 2n

upper left block such that ` ≥ 2n. Let Gj denote a standard complex Gaussian matrix
of size (n+ νj)× (n+ νj−1). According to the recent work [27], in the limit n→∞ the
singular values squared of the random matrix product

Gr · · ·Gs+1Ts · · ·T1 (3.43)

has a density such that its moments Jr,s,1(n) are given by

Jr,s,a(n) =
a

n

( ar

(1 + a)s

)n
P

(αn−1,βn−1)
n−1

(1− a
1 + a

)
, (3.44)

where
αn = rn+ r + 1, βn = −(r + 1− s)n− (r + 2− s)

and P
(α,β)
k (x) denotes the Jacobi polynomial. It is also required that r > s and thus at

least one Gaussian matrix in the product. The immediate relevance of this work is due to
the fact that the moments (3.44) are shown in [27] to be such that w = azG(z), where
G(z) denotes the corresponding resolvent, satisfy

wr+1 − z(w − a)(w + 1)s = 0. (3.45)

This is the same as our equation (3.23) with w/a = zG̃J, r = s = a = θ. Indeed for these
parameters we can check that (3.44) reduces to (3.34), up to the form of the scale factor
L.

Subsequent to [27], the work [31] has considered integrability and exactly solvable
features of the random matrix product (3.43) with r = s. In particular, it has been shown
that the corresponding characteristic polynomial for the squared singular values is given
by [31, Eq. (2.31) with r 7→ s]

Pn(x) = G0,s+1
s+1,s+1

(n+ 1, n−m1, . . . , n−ms

0,−ν1, . . . ,−νs

∣∣∣x), (3.46)

where G0,s+1
s+1,s+1 is a particular Meijer G-function and instead of the constraint mj ≥ 2n as

required in [27], it is required m1 ≥ 2n1 +µ1 and mj ≥ n+νj+1 (j = 2, . . . , n). According
to the strategy introduced in [24], and applied in the derivation of Propositions 3.4 and
3.8 above, the significance of this result is that the Meijer G-function satisfies a linear
differential equation (see e.g. [39, Sec. 5.8]) allowing us to deduce a polynomial equation
for the corresponding resolvent G(z). Specifically, this procedure gives

z(zG(z)− 1)

s∏
j=1

(
zG(z)− 1 + αj) = zG(z)

s∏
j=1

(zG(z) + βj), (3.47)

where αj = limn→∞mj/n, βj = limn→∞ νj/n. We see that (3.47) reduces to (3.23) in the
case s = θ, βj = 0 (j = 1, . . . , s), αj = 1 + 1/θ (j = 1, . . . , s). Thus we learn that the global
spectral density for the Jacobi Muttalib–Borodin ensemble in the case θ = s ∈ Z+ is the
same as the global spectral density for the squared singular values of the random matrix
product Ts · · ·T1 where each Tj is an n×n sub-block of a Haar distributed unitary matrix
of size (n+ p)× (n+ p) where limn→∞ p/n = 1/s.

Choosing instead βj = 0 (j = 1, . . . , s) and αj = 1 + 1/a we see that (3.47) is the same
equation as (3.45) with w/a = zG in the latter. Thus Js,s,a(n) has an interpretation as
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the moments of the spectral density of the squared singular values of the random matrix
product Ts · · ·T1 where each Tj is an n×n sub-block of a Haar distributed unitary matrix
of size (n + p) × (n + p) where limn→∞ p/n = 1/a for general a > 0. The case a → 0

exhibits further structure. Then the underlying unitary matrices are of infinite size, and
after rescaling the sub-blocks have a Gaussian distribution. More specifically, an n× n
sub-block Un of an (n+ p)× (n+ p) Haar distributed unitary matrix has a distribution
proportional to (det(In −U†nUn))p−n [53]. It follows that for p→∞, and with n fixed, the

distribution of Gn =
√
pUn is proportional to e−G

†
nGn . Hence Gn is a standard complex

Gaussian matrix. For a→ 0 we see from (3.44) that

a−1−snJs,s,a(n)→ 1

n
P

(sn+1,−n)
n−1 (1) =

1

sn+ 1

(sn+ n

n

)
. (3.48)

These are Fuss–Catalan numbers (3.1), which we know are moments of global spectral
limit for the squared singular values of a product of s standard complex Gaussian
matrices.

4 The global density — saddle point method

It has already been remarked that the Borodin-Muttalib ensemble (1.1) is intimately
related to biorthogonal polynomials of one variable as specified by (3.2). Moreover, as
noted in [43] (1.1) is an example of a determinantal point process. This means that
the general k-point correlation function ρ(k)(x1, . . . , xk) is fully determined by a function
K(x, y) = KN (x, y), independent of k and referred to as the correlation kernel, according
to the formula

ρ(k)(x1, . . . , xk) = det[K(xi, xj)]i,j=1,...,k. (4.1)

Moreover, the correlation kernel is expressed in terms of the biorthogonal polynomials
pl, ql defined and corresponding normalisation hl in (3.2) according to

K(x, y) = e−(V (x)+V (y))/2
N−1∑
l=0

1

hl
pl(x)ql(y

θ). (4.2)

Since we focus on the classical Laguerre and Jacobi cases, we denote the correlation
kernel by KL(x, y) for V defined in (1.5) and KJ(x, y) for V defined in (1.6).

In [13], an indirect way to transform the summation in (4.2) was devised for the
classical Laguerre and Jacobi weights. This transformed summation enabled the compu-
tation of the so called hard edge scaled limit. This refers to the limit N →∞ with x, y
scaled so that in the neighbourhood of the origin the spacing between eigenvalues is
of order unity. Our present interest is in the global limit of the one-point function. The
transformed summation of [13] is not suited for that purpose. Fortunately Propositions
2.10 and 2.16 provide the double contour integral formulas for both the Laguerre and
Jacobi cases of the Borodin-Muttalib ensemble, which is suited. In Section 2 we showed
that they are spectrally equivalent to the upper-triangular ensemble (defined in (2.2))
and its Jacobi counterpart (defined in (2.24)) respectively, but with restricted values of
αi and βi.

4.1 The Laguerre Muttalib–Borodin ensemble

In the Laguerre case, comparing the correlation kernel formula (4.2) with the corre-
lation formula (2.22) with n1 = n2 = N , we derive the kernel formula (1.7) in Proposition
1.2, modulo the factor h(x)/h(y). A multiplicative factor in the form of h(x)/h(y) in
the correlation kernel does not change the joint probability density function expressed
in (4.1), so the kernel formula in (1.7) is valid. This factor account for the different
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meaning of K(n1, x;n2, y) adopted in Proposition 2.10 in consistency with [2, Eq. (21)],
which has the factor e−(V (x)+V (y))/2 in (4.2) replaced by e−xyc, see also [2, Eq. (108)]
and derivations above it. Thus the function h can be determined, up to a multiplicative
constant, by the requirement

h(x)

h(y)
=
(x
y

)c/2
e(x−y)/2. (4.3)

We recall from (2.21) that the upper-triangular ensemble is well defined for θ = 0

and c > −1 and it is the θ → 0+ limit of the Laguerre Muttalib–Borodin ensemble. We
call it the θ = 0 case of the ensemble. The double contour integral formula (1.7) is still
valid in this case, where αj = c for all j = 1, . . . , N . Note that this case is degenerate in
the sense that the biorthogonal polynomials pl and ql are not well defined by (3.2).

Below we consider the limiting global density in two cases, first for θ > 0 and next for
θ = 0. We give details of the derivation in the former case, while point out the differences
of the argument in the latter.

4.1.1 The θ > 0 case

We seek to use (1.7) to compute the density function of the the transformed limiting
counting measure dµ̃ in (3.7). By definition the density function is given by (3.15) and
the required change of variables is x̃ = (x/θ)θ (recall the text below (3.7)), so (4.2) gives

ρ̃L
(1)(x) = lim

N→∞
K̃L(x) := lim

N→∞
x1/θ−1KL(Nθx1/θ, Nθx1/θ), (4.4)

and is the global density appearing in (3.9). The scale factor θ is chosen with the benefit
of hindsight as it allows (3.10) to be reclaimed without the need for rescaling.

Under the assumption θ ∈ Z+, we showed in Section 3.1 that the resolvent G̃L(z)

defined in (3.9) corresponding to dµ̃L, satisfies the identity (3.10) characterizing the
Fuss–Catalan density. Consequently

ρ̃L
(1)(x) = lim

ε→0+

1

2πi

(
G̃L(x− iε)− G̃L(x+ iε)

)
, (4.5)

is the Fuss–Catalan distribution supported on I = (0, (1 + θ)1+θθ−θ). The parametrization
by Biane and independently Neuschel [9, 44] gives that for x ∈ I, there is a unique
ϕ ∈ (0, π/(θ + 1)) such that

x =
(sin((θ + 1)ϕ))θ+1

sinϕ(sin(θϕ))θ
, where 0 < ϕ <

π

θ + 1
, (4.6)

and which allows for the simple functional form

ρF-C(x) =
1

πx

sin((θ + 1)ϕ) sinϕ

sin(θϕ)
=

sin(θϕ)θ−1(sinϕ)2

π sin((θ + 1)ϕ)θ
. (4.7)

With the meaning of ρF-C(x) in (1.8) so established, we now turn to our main task of this
subsection.

Proof of Proposition 1.3. Our analysis, which is based on the method of steepest de-
scents, is guided by a very similar calculation carried out recently by Liu, Wang and
Zhang [37] in relation to the global density for the squared singular values of a product
M standard complex Gaussian matrices. That these two computations should be closely
related is not surprising upon recalling from Section 3.1 that the global density in the
case θ = M ∈ Z+ coincides with the global density for the squared singular values of
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a product M standard complex Gaussian matrices. It turns out that if θ ≥ 1, our proof
follows that in [37] closely, and if θ ∈ (0, 1), we need to construct the contour Σ in an
alternative way, which we explain in the proof. As well as guiding our overall strategy,
[37] will be referred to for the proof of some technical bounds, which we omit below.

Substituting Nθx1/θ for x and Nθx1/θ for y in (1.7) gives

K̃L(x) := x
1
θ−1KL(Nθx

1
θ , Nθx

1
θ ) =

1

Nθx

1

(2πi)2

∮
Σ

dz

∮
Γα

dw
eF (z;x)

eF (w;x)

1

z − w, (4.8)

where

F (z;x) = log

(
Γ(z + 1)

(Nθx
1
θ )z

N∏
k=1

(z − c− (k − 1)θ)

)
. (4.9)

The logarithm function takes the principal branch and we assume that the value of log z

for z ∈ (−∞, 0) is continued from above, to remove ambiguity. To derive the asymptotics
of F (z;x), we denote

z = Nθu, w = Nθv, (4.10)

and let ε be a positive constant. We begin by noting that uniformly in z such that for all z
satisfying

dist(z, [0, Nθ]) > εN, or equivalently dist(u, [0, 1]) > ε/θ, (4.11)

we have

log

(
N∏
k=1

(z − c− (k − 1)θ)

)

= N(logN + log θ) +N log u+N

∫ 1

0

log
(

1− c

Nθu
− x

u

)
dx

+

N∑
k=1

[
log

(
1−

c
θ + (k − 1)

Nu

)
−N

∫ k
N

k−1
N

log
(

1− c

Nθu
− x

u

)
dx

]

= N

(
(1− u) log

(
1− 1

u

)
+ log u

)
+

(
c

θ
− 1

2

)
log

(
1− 1

u

)
+N(logN + log θ − 1) +O(N−1).

(4.12)

Next using Stirling’s formula [1, 6.1.37], we have that for z satisfying (4.11) and arg z =

arg u ∈ (−π + ε, π − ε),

log Γ(z + 1) = Nθu(logN + log θ + log u− 1) +
1

2
log u+ log

√
2πNθ +O(N−1).

This allows us to write

F (z;x) = NF̂1(u;x) + F̂0(u) +N logN + log
√

2πNθ +O(N−1), (4.13)

where

F̂1(u;x) = (θ + 1)u(log u− 1)− (u− 1)(log(u− 1)− 1)− u log x, (4.14)

F̂0(u) =
( c
θ
− 1

2

)
log

(
1− 1

u

)
+

1

2
log u, (4.15)

and the error bound O(N−1) holds uniformly for all z satisfying (4.11) and arg z = arg u ∈
(−π + ε, π − ε). Substituting in (4.8) shows that if we can deform Σ and Γα such that
arg z, argw ∈ (−π + ε, π − ε) and |z|, |w| > εN , then

K̃L(x) =
1

Nθx

1

(2πi)2

∮
Σ

dz

∮
Γα

dw
eNF̂1(u;x)+F̂0(u;x)

eNF̂1(v;x)+F̂0(v;x)

1

z − w
(

1 +O(N−1)
)
. (4.16)
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In the case θ = M ∈ Z+ this contour integral is comparable to [37, Eq. (2.7)], and our
F̂1(u;x) is defined the same as the F̂ (z; a) occurring in [37, Eq. (2.6)] with u = z and
x = a.

It follows from (4.14) that

d

du
F̂1(u;x) = log

uθ+1

(u− 1)x
,

and thus stationary points occur for u such that

uθ+1 = (u− 1)x. (4.17)

Note that this is precisely the equation (3.10) after the identification z 7→ x, zG̃L(z) 7→ u

in the latter. It is known that (4.17) permits a pair of complex conjugate solutions
for x ∈ (0, θ(1 + 1/θ)θ+1), uL

+, u
L
− say, which merge to real solutions for x = 0 and

x = θ(1 + 1/θ)θ+1. With x parametrized by ϕ as in (4.6), we can check that

uL
+ =

sin((θ + 1)ϕ)

sin(θϕ)
eiϕ, uL

− =
sin((θ + 1)ϕ)

sin(θϕ)
e−iϕ. (4.18)

Note that our uL
± are the same as the w± defined in [37, Eq. (2.10)]. In terms of this

parametrisation we have (comparing with [37, Eq. (2.11)])

C± :=
d2

du2
F̂1(uL

±;x) =
1

uL
±

(
θ + 1− sin((θ + 1)ϕ)

sinϕ
e∓iθϕ

)
, (4.19)

and in particular C± 6= 0 for ϕ in the range given in (4.6).
Next we deform the contours Σ and Γα for the steepest-descent analysis. We consider

the cases θ ≥ 1 and θ ∈ (0, 1) separately.

Construction of the contours: θ ≥ 1 case We assume that <NθuL
± is different from

all αk (k = 1, . . . , N ). If this assumption is not satisfied, see Remark 4.3 below.
It is clear that the Hankel like contour Σ can be deformed to an infinite contour that

is from −i · ∞ to i · ∞, as long as it keeps the poles −1,−2, . . . of z to its left and Γα
to its right. Actually this deformation has more freedom. By the residue theorem, if
Σ is deformed into the infinite vertical contour to the right of Γα, the double contour
integral in (4.8) remains the same. Moreover, we can split Γα into two positively oriented
contours that jointly enclose all the poles α1, . . . , αN , and let Σ be an infinite vertical
contour passing between them. See [37, Eq. (2.8)] for the explicit computation in a
similar case. Specifically, deform Σ from the Hankel contour into the upward vertical
contour

Σ = {<NθuL
± + it | t ∈ R}. (4.20)

To express the shape of the deformed contour Γα, we define first the contours Γ̃ and Γ̃ε

where ε > 0. Thus define

Γ̃ =

{
sin((θ + 1)φ)

sin(θφ)
eiφ
∣∣∣∣φ ∈ [− π

θ + 1
,

π

θ + 1

]}
, (4.21)

and for a small enough ε > 0, (see Figure 2)

Γ̃ε = {z ∈ Γ̃ | |z| ≥ ε}
∪ the arc of {|z| = ε} connecting Γ̃ ∩ {|z| = ε} and through −ε. (4.22)
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Then we define Γα, depending on two small positive constants ε and ε′. Here we take the
notational convention that if C is a contour and r > 0, then rC is the contour consisting
of {z | z/r ∈ C} and with the same orientation. In terms of this notation

Γα = Γcurved ∪ Γvertical, where Γcurved = Γ1 ∪ Γ2, Γvertical = Γ3 ∪ Γ4, (4.23)

and

Γ1 = NθΓ̃r ∩ {z | <z ≤ <NθuL
± − ε}, (4.24)

Γ2 = NθΓ̃r ∩ {z | <z ≥ <NθuL
± + ε}, with r =

[ε′N ] + 1
2

N
, (4.25)

Γ3 = vertical bar connecting the two ending points of Γ1, (4.26)

Γ4 = vertical bar connecting the two ending points of Γ2. (4.27)

Γ̃ǫ

Figure 2: The schematic shape of Γ̃ε for
the Laguerre Muttalib–Borodin ensem-
ble with θ ≥ 1.

Σ
Γα

Figure 3: The schematic shapes of
Σ and Γα for the Laguerre Muttalib
Borodin ensemble with θ ≥ 1.

Γ̃ǫ

Figure 4: The schematic shape of Γ̃ε for
the Laguerre Muttalib–Borodin ensem-
ble with θ ∈ (0, 1).

Γα

Σ

Figure 5: The schematic shapes of
Σ and Γα for the Laguerre Muttalib
Borodin ensemble with θ ∈ (0, 1).

Note that Γ1 ∪ Γ3 and Γ2 ∪ Γ4 are disjoint closed contours, and we assume that they
are both oriented counterclockwise. Here we choose ε small enough so that <NθuL

± ± ε
lie between two poles of the integral αj and αj+1, and then Γ1 ∪ Γ3 and Γ2 ∪ Γ4 jointly
cover all the poles α1, . . . , αN . Our contours Σ and Γα are identical to the contours C and
Σ respectively defined in [37, Sec. 2.2] up to the factor θ and our Γ̃ and Γ̃ε are identical
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to Σ̃ and Σ̃ε in [37, Sec. 3.1] respectively, if θ = M ∈ Z+. See Figure 3 for the shapes of
Σ and Γα.

Construction of contours: θ ∈ (0, 1) case The construction of the contours in the
θ ≥ 1 case obviously is not valid if θ < 1 and x is close to 0, since if the vertical line
through uL

± will intersect Γ̃ε defined in (4.22) at other points, see Figure 4. So Σ needs
to be deformed into a more complicated shape, and the construction becomes less
straightforward. We use method of elementary dynamical systems to construct the
contour Σ.

We construct Σ = NθΣ̃, where Σ̃ is a contour passing through uL
±. Consider the

gradient field generated by the function <F̂1(z;x), denoted by ∇<F̂1(z;x). Through
a regular point, there is a unique flow line associated to ∇<F̂1(z;x), and the value
of <F̂1(z;x) increases as z moves along the flow line. Since <F̂1(z;x) is a harmonic
function, a flow line will not stop at a local maximum or start from a local minimum. At a
saddle point, we can concatenate a flow line into it and a flow line out of it, and <F̂1(z;x)

increases along the concatenated flow line. Hence we have that any flow line can be
prolonged so that it starts from either infinity or a singular point of ∇<F̂1(z;x), (that is,
0 or 1,) although the prolonged flow line may not be unique if it goes through a saddle
point.

By the definition (4.18) of uL
+, we have that uL

+ is a critical point of ∇<F̂1(z;x) of
second order, so from this point there are two flow lines going into this point. Note
that the curve Γ̃ ∩ C+ divides C+ into two disconnected parts. Since <F̂1(z;x) attains
its minimum over Γ̃ ∩ C+ at uL

+, the two flow lines into uL
+ cannot intersect Γ̃ ∩ C+. We

denote γ1 the flow line coming to uL
+ from below Γ̃ ∩ C+, and γ2 the flow line coming to

uL
+ from above it.

Since the gradient field ∇<F̂1(z;x) does not have a singularity within the region
enclosed by Γ̃ ∩ C+ and the inteval [0, 1 + θ−1], flow line γ1 does not start within the
region, and has to enter the region before reaching uL

+. Since the value of <F̂1(z;x) on
Γ̃ ∩ C+ attains its minimum at uL

+, γ1 has to enter the region from the [0, 1 + θ−1] side.
Hence we let σ1 be the part of γ1 between its (last) entrance to the region and uL

+. It
is clear that σ1 lies in the region and connects uL

+ and a point on (0, 1 + θ−1). (We can
further show that this point is 1, but it is not relevant to our construction.)

On the other hand, we want to show that the flow line γ2 does not intersect the
real axis. If this holds, it has to be from infinity to uL

+, and from the limiting behaviour

of F̂1(z;x) we know that it comes from the direction eiπ · ∞. We construct Σ̃ ∩ C+ as
γ2 ∪ σ1, and then have Σ̃ by taking the reflection about the real axis. In the end, we take
Σ = NθΣ̃ and orient Σ as from NθuL

− to NθuL
+, and finish the construction of Σ.

To show that γ2 does not intersect the real axis, or more specifically, R \ [0, 1 + θ−1],
we note that the ray (1 + θ−1,+∞) is a flow line, so γ2 does not intersect with it since γ2

does not overlap with it. Let x∗ ∈ (−∞, 0) be the unique critical point of ∇<F̂1(z;x) on
(−∞, 0), then (−∞, x∗) and (x∗, 0) are flow lines, so γ2 can intersect with (−∞, 0) only at
x∗. However, we can check that <F̂1(x∗;x) > <F̂1(0;x) > <F̂1(uL

+;x), so γ2 cannot pass
through x∗ before reaching uL

+.

Now we briefly describe the construction of Γα in the θ ∈ (0, 1) case. We still define
Γ̃ε by (4.22), and then define Γ1 and Γ2 by (4.24) and (4.25), and also define Γcurved as
the union of Γ1 and Γ2, as in (4.23). Next, analogous to Γ3 and Γ4 defined in (4.26) and
(4.27), we define, in our case, Γ3 as a contour connecting the two ending points of Γ1

such that all points of Γ3 are within distance ε to Σ, and Γ4 as a contour connecting the
two ending points of Γ2 such that all points of Γ4 are within distance ε to Σ. Finally we
denote the union of Γ3 and Γ4 as Γvertical, although Γ3 and Γ4 are no longer vertical, and
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let Γ = Γcurved ∪ Γvertical as in (4.23). Hence we finish the construction of the contours in
the θ ∈ (0, 1) case, and see Figure 5 for the shape of the contours.

Remark 4.1. The construction of contours Σ and Γα above also applies for the θ ≥ 1

case. We still keep the construction with vertical Σ, because it is conceptually simpler
and more analogous to the construction in [37].

Our choice of the contours Σ and Γ̃α, in either the θ ≥ 1 case or the θ ∈ (0, 1) case,
allows NθuL

± to be identified as maximum points of <F (z;x) for z ∈ Σ and minimum
points of <F (z;x) for z ∈ Γcurved, which is key to the subsequent asymptotic analysis. To
be precise, we state the result as follows, where we denote Dr(z) = {w ∈ C | |w− z| < r}.
Lemma 4.2. There exists δ > 0 such that for all N large enough,

<F (z;x) ≥ <F (NθuL
±) + δN

∣∣∣ z
Nθ
− uL
±

∣∣∣2 , z ∈ Γcurved ∩D
N

3
5

(NθuL
±), (4.28)

<F (z;x) > <F (NθuL
±) + δN

1
5 , z ∈ Γcurved \

(
D
N

3
5

(NθuL
+) ∪D

N
3
5

(NθuL
+)
)
,

(4.29)

<F (z;x) ≤ <F (NθuL
±)− δN

∣∣∣ z
Nθ
− uL
±

∣∣∣2 , z ∈ Σ ∩D
N

3
5

(NθuL
±), (4.30)

<F (z;x) < <F (NθuL
±)− δN 1

5 , z ∈ Σ \
(
D
N

3
5

(NθuL
+) ∪D

N
3
5

(NθuL
+)
)
,

(4.31)

<F (z;x) < <F (NθuL
±)− δ|z| z ∈ Σ ∩ {|z| > δ−1N}. (4.32)

The most important ingredient of the proof of Lemma 4.2 is the estimate of the
leading term F̂1(z;x), which is identical to F̂ (z;x) in [37] if θ = M . In the θ ≥ 1 case,
the estimate of F̂1(z;x) is stated in [37, Lem. 3.1 and 3.2], where the results and the
proofs hold for general θ > 1. Then Lemma 4.2 is proved analogously to the proof of
[37, Lem. 2.1] in [37, Sec. 3.2]. We omit the detail. In the θ ∈ (0, 1) case, (4.28) and
(4.29) are the same as the θ ≥ 1 case, and (4.30), (4.31), (4.32) are due to the flow line
definition of Σ. We also omit the detail.

Remark 4.3. In the θ ≥ 1 case, If <NuL
± happens to be identical to a pole αj , we replace

<NuL
± into <NuL

± + 1/2 in formulas (4.20), (4.24) and (4.25). All later arguments are
valid with notational changes. In the θ ∈ (0, 1) case, if Σ hits a pole αj , we deform Σ and
Γvertical slightly in an analogous way to avoid the pole.

Taking the limit ε→ 0, we have

K̃L(x) = I1 + I2, (4.33)

where, with p.v. denoted the principal value integral,

I1 = lim
ε→0

(Nθx)−1

(2πi)2

∫
Σ

dz

∫
Γ1∪Γ2

dw
eF (z;x)

eF (w;x)

1

z − w

=
(Nθx)−1

(2πi)2
p. v.

∫
NθΓ̃r

(∫
Σ

dz
eF (z;x)

eF (w;x)

1

z − w

)
dw,

(4.34)

and

I2 = lim
ε→0

(Nθx)−1

(2πi)2

∫
Σ

dz

∫
Γ3∪Γ4

dw
eF (z;x)

eF (w;x)

1

z − w

=
(Nθx)−1

2πi

∫ NθuL
+

NθuL
−

eF (z;x)

eF (z;x)
dz

=
=uL

+

πx
=

(sinϕ)2(sin(θϕ))θ−1

π(sin((θ + 1)ϕ))θ
.

(4.35)
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To evaluate I1, we define

Σ±local = Σ ∩D
N

3
5

(NθuL
±), Γ±local = Γ̃α ∩D

N
3
5

(NθuL
±). (4.36)

Our strategy is to consider the Cauchy principal integral (4.34) on Σ+
local × Γ+

local and
Σ−local × Γ−local first, and then to show that the remaining part of the integral is negligible
in the asymptotic analysis.

Make the change of variables

z = NθuL
+ +N

1
2 θs, w = NθuL

+ +N
1
2 θt. (4.37)

Then by (4.13)

F (z;x) = NF̂1(uL
+ +N−

1
2 s;x) + F̂0(uL

+ +N−
1
2 s) +N logN + log

√
2πNθ +O(N−1)

=
C+

2
s2 +NF̂1(uL

+;x) +N logN + log
√

2πNθ + F̂0(uL
+) +O(N−

1
5 ),

(4.38)

where C+ is defined in (4.19). This gives

p. v.

∫
Γ+
local

dw

∫
Σ+

local

dz
eF (z;x)

eF (w;x)

1

z − w

=
1√
Nθ

p. v.

∫
Γ+
local

dw

∫
Σ+

local

dz
e
C+
2 s2

e
C+
2 t2

1 +O(N−
1
5 )

s− t . (4.39)

Note that the O(N−1/5) term in the integrand on the right-hand side of (4.39) is uniform
and analytic in NN3/5(NθuL

+). Using (4.28) of (4.29) in Lemma 4.2, we find that there
exists c1, c2 > 0 such that for z ∈ Σ+

local and w ∈ Γ+
local,

|e
C+
2 s2 | ≤ e−c1s2 , |e

C+
2 t2 | ≥ ec2t2 . (4.40)

Hence standard application of the saddle point method yields

p. v.

∫
Γ+
local

dw

∫
Σ+

local

dz
eF (z;x)

eF (w;x)

1

z − w = O(N
1
2 ). (4.41)

Analogous reasoning gives

p. v.

∫
Γ−local

dw

∫
Σ−local

dz
eF (z;x)

eF (w;x)

1

z − w = O(N
1
2 ). (4.42)

Finally, by (4.30), (4.31) and (4.32) in Lemma 4.2, there exists c3 > 0 such that for
large enough N

|e−F (w;x)| <
∣∣∣e−F (NuL

±;x)
∣∣∣ e−c3N 1

5 if w ∈ Γα \ Γ±local, (4.43)

|eF (z;x)| <


∣∣∣eF (NuL

±;x)
∣∣∣ e−c3N 1

5 if z ∈ Σ \ Σ±local,∣∣∣eF (NuL
±;x)

∣∣∣ e−c3|z| if z ∈ Σ \ {|z| > N
c3
}.

(4.44)

With the help of estimates (4.43), (4.44), (4.38) and (4.40), we obtain

p. v.

∫
Γ̃α

dw

∫
Σ−1

dz
eF (z;x)

eF (w;x)

1

z − w − p. v.

∫
Γ+
local

dw

∫
Σ+

local

dz
eF (z;x)

eF (w;x)

1

z − w

− p. v.

∫
Γ−local

dw

∫
Σ−local

dz
eF (z;x)

eF (w;x)

1

z − w = O(e−εn
1
5 ). (4.45)
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Plugging (4.41), (4.42) and (4.45) into (4.34), we have that

I1 = O(N−
1
2 ). (4.46)

Therefore we have proved Proposition 1.3 upon combining (4.33), (4.35) and (4.46).

Remark 4.4. The asymptotic analysis above confirms a simple relation that

ρ̃L
(1)(x) = lim

N→∞
K̃L(x) =

=uL
+

πx
. (4.47)

This pattern persists in the computation of the global density for the Jacobi Muttalib–
Borodin ensemble given in Section 4.2.

Remark 4.5. The asymptotic analysis above can also prove the bulk local universality of
the limiting distribution of the eigenvalues, as in [37]. The result, which is unsurprisingly
the sine universality, is also the same as in [37]. Since the local universality is not our
focus in this paper, we omit further discussion on it. In the case θ = 2 this problem,
along with Airy kernel universality at the soft edge, was solved some time ago [38]. Very
recently, these universalities have been established for general θ > 0 by Zhang [52]
according to the method of [37]. In [52], an equivalent form of (1.7) is also derived.

4.1.2 The θ = 0 case

In Proposition 3.4, we do not use the most straightforward scaling transform

x 7→ x

N
(4.48)

to compute the limiting global density but rather we took the combined change of
variables and scaling transform

x 7→
( x

Nθ

)θ
, (4.49)

like in Proposition 1.3, to conform our result to the Fuss–Catalan distribution. It is clear
that the combined change of variables and scaling transform (4.49) is not well defined
for θ = 0. So in the θ = 0 case, which is the particularly interesting θ → 0 limit of the
Laguerre Muttalib–Borodin ensemble (2.21), we use the scaling transform (4.48) instead.

According to (1.7), we then have

KL(x) := KL(Nx,Nx) =
1

(2πi)2

∮
Σ

dz

∮
Γα

dw
x−z−1xwΓ(z + 1)(z − c)N
(z − w)Γ(w + 1)(w − c)N Nw−z−1. (4.50)

Changing variables z = Nu, w = Nv and using Stirling’s formula shows that for large N ,
if we can deform Σ and Γα such that arg u, arg v ∈ (−π + ε, π − ε) and |u|, |v| > ε > 0,

KL(x) =
1

Nx(2πi)2

∮
Σ

dz

∮
Γα

dw
1

z − w
eNH1(u;x)+ 1

2 log u− c
u

eNH1(v;x)+ 1
2 log v− cv

(
1 +O

( 1

N

))
,

where H1(u;x) := u(log u− 1)− u log x+ log u. Noting that

d

du
H1(u;x) = log

(u
x
e1/u

)
we see that the stationary points of H1(u;x) occur when

ue1/u = x, or equivalently

(
− 1

u

)
e−

1
u = − 1

x
. (4.51)
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This equation is solved by the Lambert W function [47, Sec. 4.13] — recall too Remark
3.5(i) — and the two solutions are complex conjugates

uL
+ = −W

(
− 1

x

)
, uL

− = −W
(
− 1

x

)
. (4.52)

Then using steepest descent arguments like in the θ > 0 case, we have

Proposition 4.6. As θ → 0, the limiting global density of the Muttalib–Borodin ensemble
is

lim
N→∞

KL(x) = −= 1

πxW (−x−1)
. (4.53)

The proof is omitted since it is similar to the θ > 0 case. Note that the relation (4.47)
in Remark 4.4 still holds. The result (4.53) was derived in [17, Cor. 1] by a determination
of the moments, with the latter also known from [22].

4.2 The Jacobi Muttalib–Borodin ensemble

In the case of the Jacobi Muttalib–Borodin ensemble, comparing the correlation
kernel formula (4.2) with the correlation kernel (2.38), we have, analogous to (1.7),

KJ(x, y) =
1

(2πi)2

h̃(x)

h̃(y)

×
∮

Σ

dz

∮
Γα

dw
x−z−1yw

(z − w)

Γ(w + c2 +N + 1)Γ(z + 1)
∏N
k=1(z − αk)

Γ(z + c2 +N + 1)Γ(w + 1)
∏N
l=1(w − αl)

, (4.54)

where αj = θ(j − 1) + c1 as specified in (2.3) and c = c1. Analogous to (1.7) we have that
the factor h̃(x)/h̃(y) in (4.54) cancels out of the determinant (4.1), and the reasoning
leading to (4.3) tells us that we can take

h̃(x) = xc1/2(1− x)−c2/2, because
h̃(x)

h̃(y)
=
(x
y

)c1/2(1− x
1− y

)−c2/2
. (4.55)

Here we assume θ > 0. The θ = 0 case of the Jacobi upper-triangular ensemble, that is,
α1 = · · · = αN = c1, is well defined and can be thought as the θ → 0+ limit of the Jacobi
Muttalib–Borodin ensemble, but we omit it in this paper. Our aim is to use a saddle point
analysis to compute

ρ̃J
(1)(x) = lim

N→∞
K̃J(x) := lim

N→∞

1

Nθ
x1/θ−1KJ(x1/θ, x1/θ), (4.56)

which is the limiting density of the eigenvalues under the change of variables x→ xθ.
The required workings is structurally identical to that just given to derive Proposition
1.3; only a brief sketch will be given below.

Recall that in the special case that θ ∈ Z+, the resolvent G̃J(z) defined in (3.22),
satisfies the identity (3.23), and then the global density ρ̃J(x) satisfies

ρ̃J
(1)(x) = lim

ε→0+

1

2πi

(
G̃J(x− iε)− G̃J(x+ iε)

)
, x ∈ (0, 1). (4.57)

Below we show that the global density ρ̃J(x) has an explicit formula given as follows. For
all θ > 0 and all x ∈ (0, 1), there is a unique ϕ ∈ (0, π/(θ + 1)) such that

x =
θθ

(1 + θ)1+θ

sin((θ + 1)ϕ)θ+1

sinϕ sin(θϕ)θ
. (4.58)
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We define

v(ϕ) =
θ sin((θ + 1)ϕ)

(1 + θ) sin(θϕ)
eiϕ, (4.59)

and then the density function

ρJ-M-B(x) =
1

πx
=
(

1

θ

v(ϕ)

1− v(ϕ)

)
=

1

(πx)

(1 + θ) sin(θϕ) sinϕ sin((θ + 1)ϕ)

sin(θϕ)2 + θ2 sin(ϕ)2 − 2θ cos((θ + 1)ϕ) sin(θϕ) sin(ϕ)
.

Thus we have, parallel to Proposition 1.3

Proposition 4.7. For all θ > 0, the limiting global density of the Jacobi Muttalib–Borodin
ensemble with change of variable (1.4) is

ρ̃J
(1)(x) = ρJ-M-B(x).

Remark 4.8. The distribution ρJ-M-B(x) is the counterpart of the Fuss–Catalan distribu-
tion ρF-C(x) in the Laguerre case. According to the results of Section 3.2, for θ ∈ Z+,
the measure dµ(x) = ρJ-M-B(x)dx is the unique probability measure supported on [0, 1]

that makes the following identity hold:

z(zG(z)− 1)(zG(z) + 1/θ)θ = (zG(z))θ+1, where G(z) =

∫
[0,1]

ρJ-M-B(x)dx

z − x . (4.60)

This is analogous to the resolvent for the Fuss–Catalan distribution satisfying the identity
z(zG(z) − 1) = (zG(z))θ+1 hold. Of interest is to extend the characterisation (4.60)
to general θ > 0. Such a characterisation was established in [27] for the measures
corresponding to the moments (3.44) with r > s, whereas as remarked below (3.45) the
moments (3.34) deduced from (4.60) require r = s.

The method of the proof to Proposition 4.7 is the same as the proof of Proposition
1.3 for the Laguerre case. So we only give a sketch of the proof and point out the main
differences.

Sketch of the proof of Proposition 4.7. First we consider the case that c2 ∈ Z. Making
the replacements x 7→ x1/θ, y 7→ y1/θ in (4.54) gives

K̃J(x) :=
1

Nθ
x

1
θ−1KJ(x

1
θ , x

1
θ ) =

1

θx

1

(2πi)2

∮
Σ

dz

∮
Γα

dw
eG(z;x)

eG(w;x)

1

z − w, (4.61)

where

G(z;x) = log

(
Γ(z + 1)

Γ(z +N + c2 + 1)
x
z
θ

N∏
k=1

(z − c1 − (k − 1)θ)

)
. (4.62)

Changing variables in the integrand according to (4.10), then use of Stirling’s formula
and (4.12) shows that for large N

G(z;x) = NĜ1(u;x) + Ĝ0(u) +N log θ − c2 logN +O(N−1), (4.63)

where, after the change of variables of z, w into u, v as in (4.10),

Ĝ1(u;x) = θu log
θu

1 + θu
− log(1 + θu)− u log x+ (1− u) log(1− 1

u
) + log u, (4.64)

Ĝ0(u) =
1

2
log

θu

1 + θu
− c2 log(1 + θu) +

( c
θ
− 1

2

)
log(1− 1

u
), (4.65)
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and the validity of the error bound O(N−1) is the same as in (4.13), i.e., all z satisfying
(4.11) and arg z = arg u ∈ (−π + ε, π − ε). Substituting in (4.61) gives

K̃J(x) =
1

Nθx

1

(2πi)2

∮
Σ

dz

∮
Γα

dw
eNĜ1(u;x)+Ĝ0(u)

eNĜ1(v;x)+Ĝ0(v)

1

z − w
(

1 +O(N−1)
)
. (4.66)

This is structurally identical to (4.16), and is analysed accordingly. For the sake of
steepest-descent analysis, we need to deform the contours Σ and Γα. Since we assume
that c2 ∈ Z, Γα is a finite contour similar to the Γα in (4.8). It is clear that Σ can be
deformed to an infinite contour that is from −i · ∞ to i · ∞,as long as it keeps the poles
−1, . . . ,−(β +N) and Γα to the left. Then we see that we can split Γα into two positively
oriented contours that jointly enclose all the poles α1, . . . , αN , and let Σ be an infinite
vertical contour passing between them. Note that the precise shapes of Σ and Γα in
the Laguerre case depend on the computation of the critical points of F̂1(u;x) that is
the counterpart of our Ĝ1(u;x), see (4.18) and (4.21). Below we explain the analogous
construction of Σ and Γα in the Jacobi case.

A difference in detail is now that

d

du
Ĝ1(u;x) = log

(( θu

1 + θu

)θ( u

u− 1

) 1

x

)
,

so the stationary points now occur for u such that

uθ+1 = x(1/θ + u)θ(u− 1). (4.67)

Analogous to the situation with (4.17), we observe that this is precisely the equation
(3.23) after the identification z 7→ x, zG̃J(z) 7→ u in the latter. It is straightforward to
verify that if x ∈ (0, 1) is parametrised by ϕ ∈ (0, π/(θ + 1)) in (4.58), then with v(ϕ)

defined in (4.59)

uJ
+ =

1

θ

v(ϕ)

1− v(ϕ)
, uJ

− = uJ
+ =

1

θ

v(ϕ)

1− v(ϕ)

are two solutions to (4.67). As x runs over (0, 1), the locus of uJ
+ (resp. uJ

−) is a curve in
C+ (resp. C−) whose two ends are on the real line. Thus we let Σ be the upward vertical
contour through NθuJ

±, analogous to (4.20) in the Laguerre case. To define Γα, we first
define

Γ̃J =

{
1

θ

v(φ)

1− v(φ)

∣∣∣∣φ ∈ [− π

θ + 1
,

π

θ + 1

]}
analogous to Γ̃ in (4.21), and then deform it to the desired Γα parallel to the deformation
carried out in the Laguerre case. We omit the detail, but only point out that the shapes
of Σ and Γα is like those in Figure 3 if θ ≥ 1 or Figure 5 if θ ∈ (0, 1).

By saddle-point analysis analogous to that in the Laguerre case, we derive, as
expected in Remark 4.4,

ρ̃J
(1)(x) = lim

N→∞
K̃J(x) =

=uJ
+

πx
= ρJ-M-B(x),

and hence finish the proof.
In the case that c2 /∈ Z, the contour Γα in (4.54) is infinite. We express it as the

combination of Γ′α ∪ Γ′′α. Here Γ′α is an infinite, Hankel like contour starting at −∞− iε,
running parallel to the negative real axis, looping around the poles w = −(c2 +N + k)

with k ∈ Z+, and finishing at −∞+ iε after again running parallel to the negative real
axis. Γ′′α is a finite positive oriented contour enclosing α1, . . . , αN . Then by argument of
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contour deformation used in the c2 ∈ Z case and the Laguerre case, we can deform Σ

into a contour going from −i · ∞ to i · ∞ between Γ′α and Γ′′α. We write

K̃J(x) = K̃J,′(x) + K̃J,′′(x), where

K̃J,∗(x) =
1

θx

1

(2πi)2

∮
Σ

dz

∮
Γ∗α

dw
eG(z;x)

eG(w;x)

1

z − w, ∗ = ′ or ′′.

In the computation of K̃J,′′(x), we further deform the contours Γ′′α into two parts
as the deformation of Γα in the c2 ∈ Z case, and let Σ go between the two parts, like
the deformed shapes of Γ′′α, Γ′α and Σ in the c2 ∈ Z case. See Figure 6 if θ ≥ 1. By the
argument in the c2 ∈ Z case we have that

lim
N→∞

K̃J,′′(x) = ρJ-M-B(x).

On the other hand, by estimating the factors of the integrand

x−z−1Γ(z + 1)

N∏
k=1

(z − αk)Γ(z + c2 +N + 1)−1

by Stirling’s formula on Σ−1/2 and

ywΓ(w + c2 +N + 1)

(
Γ(w + 1)

N∏
l=1

(w − αl)
)−1

on Γ′α separately, we find that

lim
N→∞

K̃J,′(x) = 0.

Thus we prove the proposition by combining the two limits above.

ΣΓ′′
α

Γ′
α

−c2−N−1

Figure 6: The deformed shape of con-
tours Σ and Γα for the computation of
the global density with θ ≥ 1 and c2 /∈ Z.

−1 1 2 3

Σδ
−1/2 Γ0

δ

δ

Figure 7: The shape of contours Σδ−1/2

and Γ0 for the hard edge correlation
kernel.

5 Hard edge density

5.1 The Laguerre Muttalib–Borodin ensemble

5.1.1 The θ > 0 case

The meaning of the hard edge scaling has already been noted in Section 4.1.1. It is the
N → ∞ limit with x, y scaled in the neighbourhood of the origin so that the spacing
between eigenvalues is of order unity. The limiting kernel with proper scaling is stated
in Proposition 1.4, and below we give the proof.
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Proof of Proposition 1.4. First we use the argument in Section 4.1, more specifically the
paragraph above (4.20), to justify that the double contour integral formula (1.7) still
holds with Σ deformed into a contour from e−(π/2+δ)i ·∞ to e(π/2+δ)i ·∞ and going on the
left of Γα. Thus analogous to (4.20) we can take Σ to be Σδ−1/2 in (1.7). Furthermore it is
clear that the closed contour Γα can be deformed to the infinite Hankel loop contour Γ0.

Substituting (2.3) and making use of the functional and reflection formula for the
gamma function shows that∏N

k=1(z − αk)∏N
k=1(w − αk)

=
Γ((z − c)/θ + 1)Γ(N − (z − c)/θ) sinπ(z − c)/θ

Γ((w − c)/θ + 1)Γ(N − (w − c)/θ) sinπ(w − c)/θ .

It is standard result that for z and w fixed and N →∞,

Γ(N − (z − c)/θ)
Γ(N − (w − c)/θ) = N (w−z)/θ

(
1 +O

( 1

N

))
.

Taking the limit N →∞ inside the integral (a step which is justified by estimating the
integrand and using dominated convergence; see [35, Sec. 5.2] for the details in a very
similar setting) we thus see that

lim
N→∞

N−1/θKL(N−1/θx,N−1/θy) =
(x
y

)c/2
× 1

(2πi)2

∮
Σδ−1/2

dz

∮
Γ0

dw
x−z−1yw

z − w
Γ(z + 1)Γ((z − c)/θ + 1) sinπ(z − c)/θ

Γ(w + 1)Γ((w − c)/θ + 1) sinπ(w − c)/θ .

The result (1.9) now follows by the change of variables z 7→ θz + c, w 7→ θw + c, and then
deforming the contours back to Σδ−1/2 and Γ0. (Since the deformation does not cross any
pole, it does not change the value of integral).

In the special case θ ∈ Z+ the duplication formula can be used to rewrite Γ(θz + c+

1)/Γ(θw + c+ 1) and (1.10) results.

Borodin has previously given a different formula for the hard edge scaled limit in
(1.9).

Proposition 5.1. [13] We have

lim
N→∞

N−1/θKL(N−1/θx,N−1/θy) =
(y
x

)c/2
K(c,θ)(x, y) (5.1)

where 1

K(c,θ)(x, y) = θxc
∫ 1

0

J(c+1)/θ,1/θ(xu)Jc+1,θ(yu)θ)uc du, (5.2)

with Ja,b denoting Wright’s generalisation of the Bessel function given by

Ja,b(x) =

∞∑
j=0

(−x)j

j!Γ(a+ jb)
. (5.3)

Equating (5.1) and (1.9) gives us a double contour integral form of the kernel (5.2).
Before doing this, we note that the term in the second line on the RHS of (1.10) can
be identified with the hard edge scaled kernel Kν1,...,νM (x, y) of Kuijlaars and Zhang
[35], which came about from the hard edge scaled limit of the correlation kernel for the
product of complex standard Gaussian rectangular random matrices [3]. We also note

1Our notation K(c,θ)(x, y) agrees with the notation K(α,θ)(x, y) defined in [34, Eq. (5.3)], but differs from
the K(α,θ)(x, y) in [13, Eq. (3.6)] by a factor.
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that the hard edge scaled kernel is a component of the kernel for the Meijer G random
point field, see [10], [11] and [12]. This kernel reads

Kν1,...,νM (x, y) =
1

(2πi)2

∫
Σδ−1/2

dz

∮
Γ0

dw
xwy−z−1

z − w
M∏
j=0

Γ(z + 1 + νj)

Γ(w + 1 + νj)

sinπz

sinπw
, (5.4)

where ν0 := 0, νj > −1 (j = 1, . . . ,M ). Denoting the second line on the RHS of (1.10) by
K̃(c,θ)(x, y), for θ ∈ Z+ we see that

K̃(c,θ)(x, y) = Kν1,...,νθ (y, x), νj =
c

θ
− 1 +

j

θ
(j = 1, . . . , θ). (5.5)

Recalling (5.1) and the LHS of (1.10) we thus have

x1/θ−1K(c,θ)(θx1/θ, θy1/θ) = Kν1,...,νθ (y, x), (5.6)

for {νj} as in (5.5). This equation has been deduced using a rewrite of (5.2) in [34,
Eq. (5.7)].

We now specify the double contour integral formula for Borodin’s kernel (5.2).

Corollary 5.2. We have

K(c,θ)(x, y) =
θ

(2πi)2

∮
Σδ−1/2

dz

∮
Γ0

dw
x−θz−1yθw

z − w
Γ(θz + c+ 1)

Γ(θw + c+ 1)

Γ(z + 1)

Γ(w + 1)

sinπz

sinπw
. (5.7)

Remark 5.3. (i) Our proof of (5.7) is indirect. A direct proof can be obtained via the
Meijer-G function representation of Ja,b(x) in (5.3), analogous to the proof of [34,
Thm. 5.1].

(ii) Here we use a nearly vertical contour Σδ−1/2 to be in consistent with [35]. It is
also possible to deform Σ into a Hankel-like form, which is symmetric to Γ0. With
the help of this symmetry, and under the change of variables z 7→ −(z + (c+ 1)/θ),
w 7→ −(w + (c+ 1)/θ) in (5.7) the contours Σ and Γ0 interchange. Making use of
the reflection formula for the gamma function then allows us to deduce that

1

θ
x1/θ−1K(α,θ)(x1/θ, y1/θ) =

(x
y

)α′
K(α′,1/θ)(y, x), (5.8)

which as noted in [34] also follows from the original form (5.2).

(iii) When our article was almost complete, we received a preprint from Zhang [52],
containing amongst other things an independent analysis of the hard edge scaling
of the Laguerre Muttalib–Borodin ensemble.

5.1.2 The θ = 0 case

We could take the limit of the double contour integral formula (1.7) with α1 = · · · =

αN = c to derive the limiting correlation kernel near 0 for the θ = 0 case of the Laguerre
Muttalib–Borodin ensemble, but here we introduce an alternative approach. Note that
the joint PDF of the θ = 0 Laguerre Muttalib–Borodin ensemble is given in (2.21).
Changing variables log λj 7→ µj , we have that the joint PDF for µ1 ≥ µ2 ≥ · · · ≥ µN is
proportional to

N∏
k=1

e−V (µk)
∏

1≤j<k≤N

(eµj − eµk)(µj − µk), where V (x) = −(c+ 1)x+ ex.

EJP 22 (2017), paper 54.
Page 39/43

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/17-EJP62
http://www.imstat.org/ejp/


Muttalib–Borodin ensembles

Then the results in [19] indicate that the correlation functions for the smallest variables
µN , µN−1, . . . converge to the correlation functions in the Tracy-Widom distribution,
upon proper scaling. More specifically, the results in [19] are only concerned with the
asymptotics of biorthogonal polynomials. In principle, by summing up the products
of the biorthogonal polynomials, the asymptotics of the correlation kernel results, but
technically this is nontrivial. Note that in [19] there is a technical assumption that
V (x)→ +∞ faster than any linear equation as x→ ±∞. But it is not hard to see that in
the −∞ direction this requirement can be relaxed to a linear growth to +∞.

5.2 The Jacobi Muttalib–Borodin ensemble

The hard edge scaled limit of the Jacobi Muttalib–Borodin ensemble is the same as
that for the Laguerre Muttalib–Borodin ensemble, although the specific scale is different
[13].

Proposition 5.4. Let c1 = c in (1.6), and specify the ratio h̃(x)/h̃(y) occurring in the
definition (4.54) by (4.55). We have

lim
N→∞

N−1−1/θKJ(N−1−1/θx,N−1−1/θy) = lim
N→∞

N−1/θKL(N−1/θx,N−1/θy). (5.9)

Proof. First we consider the case that c2 ∈ Z. Then the contour Γα in the integral (4.54)
is a finite contour enclosing α1, . . . , αN . By the argument similar to that in Section 4.2,
we can deform the contour Σ in (4.54) into a vertical contour going from e−(π/2+δ)i · ∞
to e(π/2+δ)i · ∞ on the left of Γα. Furthermore we can deform the closed contour Γα into
the infinite contour Γ0. Thus the double integral formula (4.54) still holds with Σ and Γα
replaced by Σδ−1/2 and Γ0 respectively.

Comparing the integrands of KL (1.7) and KJ (4.54) we see that the only difference
is that in the latter there is an additional factor Γ(w+ c2 +N + 1)/Γ(z + c2 +N + 1). For
z and w fixed and N →∞, this simplifies to

Γ(w + c2 +N + 1)

Γ(z + c2 +N + 1)
= N (w−z)

(
1 +O(1/N)

)
,

so the only difference in the present case is an additional factor of N (w−z). The additional
factor is accounted for by the different scalings: x 7→ N−1/θx for the Laguerre case, and
x 7→ N−1−1/θx for the Jacobi case.

In the case that c2 /∈ Z, the contour Γα in (4.54) is infinite. We express Γα = Γ′α ∪ Γ′′α
and Σ a contour from e−(π/2+δ)i · ∞ to e(π/2+δ)i · ∞ in between Γ′α and Γ′′α as in the proof
of Proposition 4.7. Furthermore, we deform Γ′′α into the infinite contour Γ0, and then
take Σ as Σδ−1/2. We write

KJ(x, y) = KJ,′(x, y) +KJ,′′(x, y), where KJ,∗(x, y) =
1

(2πi)2

h̃(x)

h̃(y)

×
∮

Σ

dz

∮
Γ∗α

dw
x−z−1yw

(z − w)

Γ(w + c2 +N + 1)Γ(z + 1)
∏N
k=1(z − αk)

Γ(z + c2 +N + 1)Γ(w + 1)
∏N
l=1(w − αl)

, ∗ = ′ or ′′.

By the argument in the c2 ∈ Z case, we have that

lim
N→∞

N−1−1/θKJ,′′(N−1−1/θx,N−1−1/θy) = lim
N→∞

N−1/θKL(N−1/θx,N−1/θy). (5.10)

On the other hand, by estimating the factors of the integrand

x−z−1Γ(z + 1)

N∏
k=1

(z − αk)Γ(z + c2 +N + 1)−1
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by Stirling’s formula on Σ−1/2 and

ywΓ(w + c2 +N + 1)

(
Γ(w + 1)

N∏
l=1

(w − αl)
)−1

on Γ′α separately, we find that

lim
N→∞

N−1−1/θKJ,′(N−1−1/θx,N−1−1/θy) = 0. (5.11)

Thus we prove (5.9) by combining (5.10) and (5.11).
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