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Abstract

In this paper, we consider the Muttalib-Borodin ensemble of Laguerre type, a determi-
nantal point process on [0,∞) which depends on the varying weights xαe−nV (x), α > −1,
and a parameter θ. For θ being a positive integer, we derive asymptotics of the associ-
ated biorthogonal polynomials near the origin for a large class of potential functions V as
n → ∞. This further allows us to establish the hard edge scaling limit of the correlation
kernel, which is previously only known in special cases and conjectured to be universal. Our
proof is based on a Deift/Zhou nonlinear steepest descent analysis of two 1×2 vector-valued
Riemann-Hilbert problems that characterize the biorthogonal polynomials and the explicit
construction of (θ + 1)× (θ + 1)-dimensional local parametrices near the origin in terms of
Meijer G-functions.
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1 Introduction and statement of main results

1.1 The model

The Muttalib-Borodin ensemble refers to n particles x1 < · · · < xn distributed on [0,∞),
following a probability density function of the form

1

Zn
∆(x1, . . . , xn)∆(xθ1, . . . , x

θ
n)

n∏
j=1

w(xj), θ > 0, (1.1)

where w is a weight function over the positive real axis, Zn is the normalization constant,
and ∆(x1, . . . , xn) =

∏
1≤i<j≤n(xj − xi) is the standard Vandermonde determinant. As a

generalization of the classical unitary invariant ensemble [5, 31], which corresponds to θ = 1, this
ensemble was first introduced by Muttalib as a toy model in the studies of quasi-1 dimensional
disordered conductors [49]. Because of the two body interaction term ∆(xθ1, . . . , x

θ
n), it gives a

more effective description of the disorder phenomena than the classical random matrix theory;
cf. [7, 45, 53] for some concrete physical models related to (1.1) with specified θ and w. Since
this ensemble was further studied by Borodin under the general framework of biorthogonal
ensembles [14, 27], we call this class of joint probability density function (1.1) the Muttalib-
Borodin ensemble, following the terminology initiated in [33].

The Muttalib-Borodin ensemble has attracted great interest nowadays, due to its close
connections with various stochastic models. For the classical Laguerre or Jacobi weights, it has
been shown in [1, 19, 33] that (1.1) can be realized as the eigenvalues of certain random matrices,
while the significant progresses achieved recently on random matrix products models [2, 3, 42]
have unveiled deep relations between these two ensembles in both finite n and limiting cases;
cf. [32, 41, 60]. We also refer to [11, 10] and [35, 37] for the emergences of Muttalib-Borodin
ensembles in plane partitions and in the Dyson’s Brownian motion.

Apart from wide applications in mathematical physics aforementioned, the Muttalib-Borodin
ensemble itself exhibits rich mathematical structures as well, which provides the other reason of
intensive studies. To this end, it is helpful to see that the particles in (1.1) form a determinantal
point process [52, 55]. This means that there exits a correlation kernel Kn(x, y) such that the
density function can be rewritten in the following determinantal form:

1

n!
det (Kn(xi, xj))

n
i,j=1 . (1.2)
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For the classical Laguerre and Jacobi weights, it has been shown in Borodin’s pioneering work
[14] that the scaling limit of Kn near the origin (also known as the hard edge) converges to a
new family of limiting kernels depending on the parameter θ as n → ∞. This new family of
limiting kernels, which describes the limiting distribution of the smallest particles in (1.1), is a
natural generalization of the classical Bessel kernel [30, 54], and reduces to the Meijer G-kernels
encountered mainly in the products of random matrices and related models (cf. [4, 8, 9, 42, 51])
if θ or 1/θ is a positive integer, as observed in [41]. The corresponding gap probabilities near
the origin are investigated in [17, 18, 20, 61] and the local limits of Kn away from the origin for
the classical weights are given in [33] and [60]. The limiting mean distribution of the particles
in Muttalib-Borodin ensemble is formulated as the minimizer of a (vector) equilibrium problem
in [21, 39], and the large deviation results can be found in [13, 15, 23, 28]; see also [16, 43, 59]
for other investigations and extensions of the Muttalib-Borodin ensemble.

In this paper, we are concerned with the Muttalib-Borodin ensemble of Laguerre type, i.e.,

w(x) = xαe−nV (x), α > −1, x > 0, (1.3)

where V is a potential function (also known as the external field) independent of n and which
satisfies the growth condition

lim
x→+∞

V (x)

log x
= +∞. (1.4)

Inspired by the principle of universality, a fundamental issue in random matrix theory, it is
generally conjectured that, as n → ∞, the local behaviours of the associated biorthogonal
polynomials and correlation kernel are the same as those derived for classical weights for a
large class of V with the parameter θ > 0 fixed. An attempt to justify this conjecture is given
in recent works [40, 47], where local universality of the correlation kernel near the origin is
established for 1/θ ∈ N = {1, 2, . . .} under weak conditions on V . It is the aim of the present
work to prove a parallel universality result for a general class of V and θ ∈ N. Moreover, our
approach is different from that used in [40, 47], which might be of independent interest and
serves as the other main contribution of this paper. We next state our main results.

1.2 Statement of main results

Before stating the main results, we need to impose some conditions on the potential function V
and introduce some other functions. We start with the fact that if V is continuous on [0,+∞)
and satisfies (1.4), the limiting empirical measure of the particles in (1.1) with Laguerre type
weight functions (1.3) exists as n → ∞, and it is the unique probability measure over [0,+∞)
that minimizes the energy functional

I(V )(ν) :=
1

2

∫∫
log

1

|x− y|dν(x)dν(y) +
1

2

∫∫
log

1

|xθ − yθ|dν(x)dν(y) +

∫
V (x)dν(x); (1.5)

see [28, Theorem 2.1 and Corollary 2.2] and [15, Theorem 1.2 and Corollary 1.4]. Moreover, the
equilibrium measure µ = µ(V ) is characterized by the following Euler-Lagrange conditions:∫

log|x− y|dµ(y) +

∫
log|xθ − yθ|dµ(y)− V (x) = `, x ∈ supp(µ), (1.6)∫

log|x− y|dµ(y) +

∫
log|xθ − yθ|dµ(y)− V (x) ≤ `, x ∈ [0,+∞), (1.7)

where ` is some real constant.
Following [40, 47], we require the potential V to be one-cut regular, in the sense that
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• the equilibrium measure µ is supported on one interval [0, b] with a continuous density
function ψ = ψ(V ) for some b = b(V ) > 0, that is,

dµ(x) = ψ(x)dx, x ∈ (0, b); (1.8)

• ψ(x) > 0 on (0, b), and there exist two positive numbers d1 = d
(V )
1 and d1 = d

(V )
1 such

that

ψ(x) =

{
d1x
− 1
θ+1 (1 + o(1)), x→ 0+,

d2(b− x)
1
2 (1 + o(1)), x→ b−;

(1.9)

• the inequality (1.7) holds strictly for x ∈ (b,+∞).

An explicit expression of ψ is given in [21]; see also Section 2.1 below. We then introduce the
g-functions (cf. [21, Equations (4.4)–(4.5)])

g(z) :=

∫ b

0
log(z − y)ψ(y)dy, z ∈ C \ (−∞, b], (1.10)

g̃(z) :=

∫ b

0
log(zθ − yθ)ψ(y)dy, z ∈ Hθ \ [0, b], (1.11)

where the branch cut of log z is taken along the negative real axis and

Hθ :=
{
z ∈ C | z = 0 or − π

θ
< arg z <

π

θ

}
. (1.12)

Our first result is about asymptotics of the biorthogonal polynomials associated with the
model. They have their own probability meaning and are also important in our study of the
correlation kernel of the Muttalib-Borodin ensemble; see (1.14) and (1.19) below. These poly-

nomials are two sequences of monic polynomials {pj(x) = p
(V )
n,j (x)}∞j=0 and {qk(x) = q

(V )
n,k (x)}∞k=0

that satisfy the biorthogonal conditions∫ ∞
0

pj(x)qk(x
θ)xαe−nV (x)dx = κjδj,k, (1.13)

where κj = κ
(V )
n,j > 0. The functions pn(z) and qn(zθ) can be interpreted as the averages over

the Muttalib-Borodin ensemble. Indeed, similar to the proofs of [12, Proposition 2.1] and [22,
Proposition 1], it is easily seen that

pn(z) = E

 n∏
j=1

(z − xj)

 , qn(zθ) = E

 n∏
j=1

(zθ − xθj)

 , (1.14)

where E denotes the expectation with respect to (1.1) and (1.3).

Let Gm,np,q

(
a1,...,ap
b1,...,bq

∣∣∣ z) be the Meijer G-function (see Appendix A for a brief introduction),

and define

c = c(V ) = bθ(1 + θ)−1− 1
θ , ρ = ρ(V ) = θ−1d1π

/
sin

(
π

1 + θ

)
, (1.15)

with b and d1 given in (1.8) and (1.9), respectively, we have the following asymptotic behaviours

of the biorthogonal polynomials pn = p
(V )
n,n and qn = q

(V )
n,n defined by (1.13) near the origin.
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Theorem 1.1. Suppose the potential function V is real analytic on [0,∞) and one-cut regular.
As n→∞, we have, for θ ∈ N,

pn

(
z

(ρn)1+1/θ

)
= (−1)nCn

(
zθ−α−1Gθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , 0

∣∣∣∣ zθ)+O(n−
1

2θ+1 )

)
,

(1.16)
and

qn

(
zθ

(ρn)θ+1

)
= (−1)nC̃n

(
G1,0

0,θ+1

( −
0,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ zθ)+O(n−
1

2θ+1 )

)
, (1.17)

uniformly for z in any compact subset of C and Hθ ∪ {boundary of Hθ}, respectively, where Hθ

is defined in (1.12),

Cn = (2π)1− θ
2

√
θc

2(α+1)−θ
2(1+θ) (ρn)

α+1
θ
− 1

2 en<g(0), C̃n = (2π)
θ
2 c

(α+1/2)θ
θ+1 (ρn)

1
2

+αen<g̃(0), (1.18)

with the constants c, ρ, and the functions g, g̃ given in (1.15), (1.10) and (1.11).

Remark 1.2. If θ = 1, it follows from [50, Formula 10.9.23] that z−αG1,0
0,2

(
−
α,0

∣∣∣ z) = G1,0
0,2

(
−

0,−α

∣∣∣ z) =

z−α/2Jα(2
√
z) with Jα being the Bessel function of the first kind of order α, which appears in

the strong asymptotics of Laguerre type orthogonal polynomials; cf. [57]. Our asymptotic
analysis, leading to the proof of the above theorem, also enables us to obtain asymptotics of pn
and qn in other parts of the complex plane. All the ingredients for obtaining such results are
presented, but we will not write the details down neither comment them any further.

With the biorthogonal polynomials given in (1.13), it is known that the correlation kernel
in (1.2) can be written as [14]

Kn(x, y) = xαe−nV (x)
n−1∑
j=0

pj(x)qj(y
θ)

κj
, (1.19)

where again we emphasize that pj = p
(V )
n,j , qj = q

(V )
n,j and κj = κ

(V )
n,j depend on n and the

potential function V . This, together with Theorem 1.1, allows us to establish the hard edge
scaling limit of the correlation kernel, which proves the universality conjecture in the underlying
case. We note that unless θ = 1, there is no easy way to make Kn(x, y) symmetric.

To state the result, we define a family of kernels

K(α,θ)(x, y) = θ2xθ−1

∫ 1

0
uθ−1Gθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , 0

∣∣∣∣ (ux)θ
)

×G1,0
0,θ+1

( −
0,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ (uy)θ
)
du, (1.20)

for α > −1 and θ ∈ N, which coincide with the Meijer G-kernels given in [42, Theorem 5.3]
after proper scaling. Due to a technical reason, we also assume that

V ′′(x)x+ V ′(x) > 0, x > 0. (1.21)

It comes out that the conditions (1.4) and (1.21) ensure the potential function V is one-cut
regular, as shown in [40, Proposition 3.6] for θ = 1/2, and later confirmed in [47] for all rational
θ. Here we note that the argument in [40] works for all θ > 0; see also [21, Theorem 1.8]
for a slightly weaker sufficient condition for the one-cut regular property. The conditions (1.4)
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and (1.21) will also imply the potential functions Vτ defined in (5.37) are all one-cut regular
for all τ ∈ (0, 1], which plays an important role in the proof of our universal result; see more
discussions in Section 5.2 below.

Our second result is the following scaling limit of the correlation kernel Kn(x, y) near the
origin.

Theorem 1.3. For real analytic V that satisfies the conditions (1.4) and (1.21), we have, for
θ ∈ N,

lim
n→∞

(ρn)−(1+ 1
θ

)Kn

(
x

(ρn)1+1/θ
,

y

(ρn)1+1/θ

)
= K(α,θ)(x, y), (1.22)

uniformly for x, y in compact subsets of (0,∞), where ρ and K(α,θ) are given in (1.15) and
(1.20).

1.3 Proof strategy and methodological novelty

To prove the results, we adopt the Riemann-Hilbert (RH) approach [26, 24], whose development
had an important influence to nonlinear mathematical physics. It has been shown in [21] that the
biorthogonal polynomials underlying the Muttalib-Borodin ensemble can also be characterized
by a 1×2 vector-valued RH problem for any θ ≥ 1. Although vector RH problems have appeared
in the context of integrable systems for a long time (cf. [58] and Percy Deift’s lecture notes
[25] on inverse scattering theory in 1991), they have not received much attention in asymptotic
analysis. Claeys and the first-named author have firstly succeeded in performing a Deift/Zhou
steepest descent analysis of a vector-valued RH problem in the context of random matrices
with equispaced external source [22]. Almost simultaneously to the present work, Charlier
investigated asymptotics of Muttalib-Borodin determinants with Fisher-Hartwig singularities
[16], following similar idea in [22]. Although we are also inspired from [22], the situation
encountered in this work is essentially different from that in [16] and is much more challenging.
More precisely, due to the fact that there does not exist an open disk centred at the origin and
lying in C∩Hθ, the greatest technical obstacle of our analysis lies in the construction of a local
approximation therein. To solve this issue for integer θ, we convert the 1×2 vector RH problem
locally to an equivalent one of size 1 × (θ + 1), but defined in a small disk of C. With the aid
of a (θ+ 1)× (θ+ 1) model RH problem solved in terms of the Meijer G-functions, we are able
to complete the construction of a local parametrix near the origin. Conceptually, in our paper
the model RH problem serves as an operator to trivialize the original RH problem, rather than
an approximated local solution to the original one. This point of view may be also used in the
general real θ case.

It is also worthwhile to emphasize that the set-up of the vector RH problem, the major part
of our asymptotic analysis on pn and qn, and our proof of the local universality of the correlation
kernel (which relies on the summation formula (1.19) but not the Christoffel-Darboux formula
that is available for rational θ [21, Theorem 1.1]) are applicable to all real parameter θ. The
integral property of θ only plays a role in the construction of a local parametrix near the origin.
As a consequence, to generalize our current work to the general real θ case, we only need to
solve the corresponding local paramatrix problem at the origin. It is still a challenge, but now
localized to tackle, and will be the goal of a follow-up paper.

Before our work, the RH problem has also been applied in asymptotic analysis of the
Muttalib-Borodin ensembles of Laguerre type by Kuijlaars and Molag in a different approach for
the special θ = 1/r with r ∈ N [40, 47]. For such θ, the biorthogonal polynomials pj , qk in (1.13)
can be viewed as multiple orthogonal polynomials [38]. The scaling limit of correlation kernel
then follows from an asymptotic analysis of the associated (r + 1) × (r + 1) RH problem [56],
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which generalizes the classical 2 × 2 RH problem for orthogonal polynomials [29]. Seemingly,
by the transformation x→ x1/θ, the result for θ = 1/r covers that for θ = r, but the comments
after [47, Theorem 1.1] explain the limitations. Up to now, it is not clear how to generalize this
approach to other rational θ, and more unlikely to irrational θ.

In conclusion, the present work provides a new perspective on resolving the local universality
conjecture in the Muttalib-Borodin ensemble for general weight functions and real θ, with only
the local obstacle to be conquered.

Outline The rest of this paper is organized as follows. We present some preliminary results
in Section 2 to facilitate further analysis, which particularly includes the vector-valued RH
problems characterizing the biorthogonal polynomials for Muttalib-Borodin ensemble. We carry
out a Deift-Zhou steepest descent analysis on the RH problems in Sections 3 and 4. After the
RH asymptotic analysis is finished, the proofs of our main results, i.e., Theorems 1.1 and 1.3,
are given in Section 5.

Notations Throughout this paper, the following notations are frequently used. We denote
by C± = {z ∈ C | ±=z > 0}, by D(z0, δ) the open disc centred at z0 with radius δ > 0, i.e.,

D(z0, δ) := {z ∈ C | |z − z0| < δ}, (1.23)

and by Im, m ∈ N, the identity matrix of size m. If A and B are two square matrices of sizes m

and n, then A⊕B is the (m+n)×(m+n) block matrix

(
A 0
0 B

)
. For θ ∈ N, the (θ+1)×(θ+1)

matrix Mcyclic is defined by

Mcyclic = I1 ⊕


0 0 · · · 0 1
1 0 · · · 0 0

0 1
. . . 0 0

...
. . .

. . .
. . .

...
0 · · · 0 1 0

 =



1 0 0 · · · 0 0
0 0 0 · · · 0 1
0 1 0 · · · 0 0

0 0 1
. . . 0 0

...
...

. . .
. . .

. . .
...

0 0 · · · 0 1 0


. (1.24)

It is easily seen that

det(Mcyclic) = (−1)θ−1, M−1
cyclic =



1 0 0 0 · · · 0
0 0 1 0 · · · 0

0 0 0 1
. . . 0

...
...

...
. . .

. . . 0

0 0 0 0
. . . 1

0 1 0 0 · · · 0


. (1.25)

Finally, when we say “X = (X1, X2) is analytic in (D1, D2)” for some D1, D2 ⊆ C, it means
that X1 and X2 are analytic in D1 and D2, respectively.

2 Preliminaries

In this section, we review the precise description of the equilibrium measure and the vector-
valued RH problems associated with the biorthogonal polynomials. The properties of the g-
functions are also collected for later use.
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−1 0 sb

γ1
(1)
(2)

(5)

γ2 (3)
(4)

(6)

Jc : D \ [−1, 0]→ Hθ \ [0, b]

Jc : C \D → C \ [0, b]

0 b(3)
(2)

(6)

(5)

0 b(1)
(4)

Figure 1: The mapping properties of Jc and the region D (shaded area).

2.1 Integral representation of the equilibrium measure and properties of the
g-functions

If the real analytic potential function V is one-cut regular and satisfies the growth condition
(1.4), it follows from [21, Theorems 1.8 and 1.11] that the density function ψ of the equilibrium
measure that minimizes the energy functional (1.5) can be constructed explicitly via an integral
formula. To state the relevant results, we need a mapping defined by

Jc(s) = c(s+ 1)

(
s+ 1

s

)1/θ

, s ∈ C \ [−1, 0], (2.1)

where the constant c is determined through (2.3) below, and the branch of the 1/θ power
function is chosen such that Jc(s) ∼ cs as s → ∞. It has two critical points −1 and sb = 1/θ,
which are mapped respectively to 0 and

b = cθ−1(1 + θ)1+ 1
θ . (2.2)

Note that Jc(s) is real for s ∈ (−∞,−1] ∪ [sb,+∞), while the two complex conjugate curves
γ1 and γ2, shown in Figure 1, going from −1 to sb are mapped to the interval [0, b]. Let
γ := (−γ1)∪ γ2 and denote by D the region bounded by γ. We have from [21, Lemma 4.1] that
Jc maps C \D bijectively to C \ [0, b], and maps D \ [−1, 0] bijectively to Hθ \ [0, b], where Hθ

is defined in (1.12); see Figure 1 for an illustration.
Under the aforementioned conditions imposed on V , one has (see [21, Theorems 1.8 and

1.11]) the equilibrium measure µ is supported on [0, b], where b is given by (2.2) with c deter-
mined uniquely by the equation

1

2πi

∮
γ

V ′(Jc(s))Jc(s)

s
ds = 1 + θ. (2.3)

Note that in (1.15), we define the constant c through b by (2.2). The density function ψ then
admits the following integral representation:

ψ(x) =
1

2π2x

∫ b

0
(V ′′(y)y + V ′(y)) log

∣∣∣∣I+(y)− I−(x)

I+(y)− I+(x)

∣∣∣∣ dy, x ∈ [0, b], (2.4)

where I+(x) and I−(x) stand for the inverse images of x ∈ [0, b] belonging to the curves γ1 and
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γ2, respectively. Moreover, by [21, Equations (1.33)–(1.36)], we have

d1 =− 1

π2
c−

θ
1+θ sin

(
π

1 + θ

)∫ b

0
(V ′′(y)y + V ′(y))=

(
1

1 + I+(y)

)
dy, (2.5)

d2 =− 1

π2b

√
2

J ′′c (sb)

∫ b

0
(V ′′(y)y + V ′(y))=

(
1

I+(y)− sb

)
dy, (2.6)

where d1 and d2 are the two constants given in (1.9). Thus, the regularity conditions therein
can be sharpened as

ψ(x) =

{
d1x
− 1

1+θ +O(x
θ−1
θ+1 ), x→ 0+,

d2(b− x)
1
2 f(x), x→ b−,

(2.7)

for some real analytic function f satisfying f(b) = 1.
We conclude this subsection with some properties of the g-functions.

Proposition 2.1. The g-functions defined in (1.10) and (1.11) have the following properties.

(a) g(z) and g̃(z) are analytic in C \ (−∞, b] and Hθ \ [0, b], respectively. Furthermore, as
z →∞, we have

g(z) = log z +O(z−1), z ∈ C, (2.8)

g̃(z) = θ log z +O(z−θ), z ∈ Hθ. (2.9)

(b) The g-functions satisfy the following boundary conditions:

g̃(e−
πi
θ x) = g̃(e

πi
θ x)− 2πi, x > 0, (2.10)

g+(x) = g−(x) + 2πi, x < 0. (2.11)

(c) For x ∈ (0, b), we have

ψ(x) = − 1

2πi
(g′+(x)− g′−(x)) = − 1

2πi
(g̃′+(x)− g̃′−(x)). (2.12)

(d) With the same constant ` as in (1.6), we have

g±(x) + g̃∓(x)− V (x)− ` = 0, x ∈ (0, b], (2.13)

g(x) + g̃(x)− V (x)− ` < 0, x > b. (2.14)

(e) If θ > 1, we have, as z → 0,

g(z) = g+(0) +


(1+θ)d1π

θ
e
2+θ
1+θ

πi

sin( π
1+θ

)z
θ

1+θ +O(z), arg z ∈ (0, π),

−2πi+ (1+θ)d1π
θ

e
θ

1+θ
πi

sin( π
1+θ

)z
θ

1+θ +O(z), arg z ∈ (−π, 0),
(2.15)

where g+(0) = limz→0, 0<arg z<π g̃(z), d1 is given in (2.5), and

g̃(z) = g̃+(0) +


(1+θ)d1π

θ
e
1+2θ
1+θ

πi

sin( π
1+θ

)z
θ

1+θ +O(z
2θ
1+θ ), arg z ∈ (0, πθ ),

−2πi+ (1+θ)d1π
θ

e
3+2θ
1+θ

πi

sin( π
1+θ

)z
θ

1+θ +O(z
2θ
1+θ ), arg z ∈ (−π

θ , 0),
(2.16)

where g̃+(0) = limz→0, 0<arg z<π/θ g̃(z).
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Proof. The proofs of items (a)–(d) follow directly from the definitions (1.10)–(1.11) and the
Euler-Lagrange conditions for the equilibrium problem (1.5) under our assumptions.

To show (2.15), it suffices to consider the behaviour of g′(z) at z = 0. By (1.10), it is readily
seen that, with d1 given in (2.5),

g′(z) =

∫ b

0

ψ(y)

z − ydy = I1(z) + I2(z), (2.17)

where

I1(z) =

∫ b

0

d1y
− 1

1+θ

z − y dy, I2(z) =

∫ b

0

ψ(y)− d1y
− 1

1+θ

z − y dy. (2.18)

By [48, Sections 30], we have, as z → 0,

I1(z) = −d1π sin

(
π

1 + θ

)−1

e±
πi
1+θ z−

1
1+θ +O(1), z ∈ C±. (2.19)

From (2.7) and [48, Section 29], it also follows that I2(z) = O(1) as z → 0. Combining the
estimates of I1 and I2 as z → 0, we obtain (2.15) by integrating both sides of (2.17) and (2.11).

Similarly, to show (2.16), we write

g̃′(z) = θzθ−1

∫ b

0

ψ(y)

zθ − yθ dy = zθ−1

∫ bθ

0

ψ(t
1
θ )t

1
θ
−1

zθ − t dt = zθ−1(Ĩ1(z) + Ĩ2(z)), (2.20)

where

Ĩ1(z) =

∫ bθ

0

d1t
− θ

1+θ

zθ − t dt, Ĩ2(z) =

∫ bθ

0

ψ(t
1
θ )t

1
θ
−1 − d1t

− θ
1+θ

zθ − t dt. (2.21)

As z → 0, since ψ(t1/θ)t1/θ−1 = d1t
−θ/(1+θ)(1 +O(t1/(1+θ))) as t→ 0, it is readily seen that

zθ−1Ĩ1(z) = d1π
e∓

πi
1+θ

sin( θ
1+θπ)

z−
1

1+θ +O(zθ−1), z ∈ Hθ ∩ C±, (2.22)

and zθ−1Ĩ2(z) = O(z
θ−1
1+θ ) as z → 0. This, together with (2.20) and (2.10), implies the desired

result.

2.2 RH characterization of the biorthogonal polynomials

As mentioned in Section 1.3, the proofs of our results rely on 1× 2 vector-valued RH problems
characterizing the biorthogonal polynomials pj and qk in (1.13), as shown in [21, Section 3].
More precisely, let

Y (z) = (pn(z), Cpn(z)), (2.23)

where

Cpn(z) =
1

2πi

∫ ∞
0

pn(x)

xθ − zθw(x)dx =
1

2πi

∫ ∞
0

pn(x)

xθ − zθ x
αe−nV (x)dx (2.24)

is the modified Cauchy transform of the polynomial pn. We will consider Cpn(z) as a function
defined in Hθ \ [0,+∞). By [21, Theorem 1.4], Y is the unique solution of the following RH
problem.

RH problem 2.2.

(1) Y = (Y1, Y2) is analytic in (C,Hθ \ [0,+∞)).
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(2) Y has continuous boundary values Y± when approaching (0,+∞) from above (+) and
below (−)∗, and satisfies

Y+(x) = Y−(x)

(
1 1

θxθ−1w(x)

0 1

)
, x > 0, (2.25)

where w is given in (1.3).

(3) As z →∞ in C, Y1 behaves as Y1(z) = zn +O(zn−1).

(4) As z →∞ in Hθ, Y2 behaves as Y2(z) = O(z−(n+1)θ).

(5) As z → 0 in C, we have
Y1(z) = O(1). (2.26)

(6) As z → 0 in Hθ, we have

Y2(z) =


O(1), α+ 1− θ > 0,

O(log z), α+ 1− θ = 0,

O(zα+1−θ), α+ 1− θ < 0.

(2.27)

(7) For x > 0, we have the boundary condition† Y2(e
πi
θ x) = Y2(e−

πi
θ x).

The polynomials qj are also characterized by a similar RH problem. By setting

C̃qn(z) :=
1

2πi

∫ +∞

0

qn(xθ)

x− z w(x)dx =
1

2πi

∫ +∞

0

qn(xθ)

x− z x
αe−nV (x)dx, z ∈ C \ [0,+∞), (2.28)

we have that
Ỹ (z) = (qn(zθ), C̃qn(z)) (2.29)

is the unique solution of the following RH problem; see [21, Theorem 1.4].

RH problem 2.3.

(1) Ỹ = (Ỹ1, Ỹ2) is analytic in (Hθ,C \ [0,+∞)).

(2) For x > 0, we have

Ỹ+(x) = Ỹ−(x)

(
1 w(x)
0 1

)
, (2.30)

where w is given in (1.3).

(3) As z →∞ in Hθ, Ỹ1 behaves as Ỹ1(z) = znθ +O(z(n−1)θ).

(4) As z →∞ in C, Ỹ2 behaves as Ỹ2(z) = O(z−(n+1)).

(5) As z → 0 in Hθ, we have
Ỹ1(z) = O(1). (2.31)

∗All RH problems in this paper satisfy the continuous boundary value condition along an edge of jump curve,
unless otherwise specified. Hence we are not going to state this condition in subsequent RH problems.

†Here and below, for a function f(z) defined on Hθ and x > 0, f(e±πi/θx) = limz→e±πi/θx and z ∈ Hθ f(z),
assuming that the limit exists.

11



(6) As z → 0 in C, we have

Ỹ2(z) =


O(1), α > 0,
O(log z), α = 0,
O(zα), α < 0.

(2.32)

(7) For x > 0, we have the boundary condition Ỹ1(e
πi
θ x) = Ỹ1(e−

πi
θ x).

The next two sections are then devoted to the asymptotic analysis of the RH problems for
Y and Ỹ , respectively.

3 Asymptotic analysis of the RH problem for Y

3.1 First transformation: Y → T

With the g-functions given in (1.10) and (1.11), we define a vector-valued function

T (z) = e−
n`
2 Y (z)

(
e−ng(z) 0

0 eng̃(z)

)
e
n`
2
σ3 = (Y1(z)e−ng(z), Y2(z)en(g̃(z)−`)), (3.1)

where the constant ` is the same as that in (1.6). It is then readily seen that T satisfies the
following RH problem.

RH problem 3.1.

(1) T = (T1, T2) is analytic in (C \ [0, b],Hθ \ [0,∞)).

(2) For x > 0, we have
T+(x) = T−(x)JT (x), (3.2)

where

JT (x) =

(
en(g−(x)−g+(x)) xα+1−θ

θ en(g−(x)+g̃+(x)−V (x)−`)

0 en(g̃+(x)−g̃−(x))

)
. (3.3)

(3) As z →∞ in C, T1 behaves as T1(z) = 1 +O(z−1).

(4) As z →∞ in Hθ, T2 behaves as T2(z) = O(z−θ).

(5) As z → 0 in C or Hθ, T (z) has the same behaviour as Y (z).

(6) As z → b, we have T1(z) = O(1) and T2(z) = O(1).

(7) For x > 0, we have the boundary condition T2(eπi/θx) = T2(e−πi/θx).

3.2 Second transformation: T → S

The second transformation involves “opening of the lens”. We start with the following decom-
position of JT for x ∈ (0, b):

JT (x) =

(
1 0

θ
xα+1−θ e

−nφ−(x) 1

) 0 xα+1−θ/θ

en(−g−(x)−g̃+(x)+V (x)+`)

− en(−g+(x)−g̃−(x)+V (x)+`)

xα+1−θ/θ
0


×
(

1 0
θ

xα+1−θ e
−nφ+(x) 1

)
=

(
1 0

θ
xα+1−θ e

−nφ−(x) 1

)(
0 xα+1−θ

θ

− θ
xα+1−θ 0

)(
1 0

θ
xα+1−θ e

−nφ+(x) 1

)
, (3.4)
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where
φ(z) := g(z) + g̃(z)− V (z)− `, z ∈ Hθ \ [0,+∞), (3.5)

and we have made use of (2.13) in the second equality of (3.4).
By opening the lens around (0, b) as shown in Figure 2, we define two contours, Σ1 and Σ2,

lying in the upper sector Hθ ∩C+ and the lower sector Hθ ∩C−, respectively, such that both of
them go from 0 to b. We leave the specific shapes of Σ1 and Σ2 to be determined later. We call
the region between Σ1 and Σ2 the lens, and the upper/lower part of the lens is the intersection
of the lens with the upper/lower sectors. The second transformation is then defined by

S(z) =



T (z), z outside the lens,

T (z)

(
1 0

θ
zα+1−θ e

−nφ(z) 1

)
, z in the lower part of the lens,

T (z)

(
1 0

− θ
zα+1−θ e

−nφ(z) 1

)
, z in the upper part of the lens.

(3.6)

We have that S satisfies the following RH problem.

RH problem 3.2.

(1) S = (S1, S2) is analytic in (C \ Σ,Hθ \ Σ), where

Σ := [0,+∞) ∪ Σ1 ∪ Σ2; (3.7)

see Figure 2 for an illustration and the orientations.

(2) For z ∈ Σ, we have
S+(z) = S−(z)JS(z), (3.8)

where

JS(z) =



(
1 0

θ
zα+1−θ e

−nφ(z) 1

)
, z ∈ Σ1 ∪ Σ2,(

0 zα+1−θ

θ

− θ
zα+1−θ 0

)
, z ∈ (0, b),(

1 zα+1−θ

θ enφ(z)

0 1

)
, z ∈ (b,+∞).

(3.9)

(3) As z →∞ in C or Hθ, S(z) has the same behaviour as T (z).

(4) As z → 0 in C \ Σ, we have

S1(z) =


O(zθ−α−1), α > θ − 1 and z inside the lens,

O(log z), α = θ − 1 and z inside the lens,

O(1), z outside the lens or −1 < α < θ − 1.

(3.10)

(5) As z → 0 in Hθ \ Σ, we have

S2(z) =


O(1), α > θ − 1,

O(log z), α = θ − 1,

O(zα+1−θ), −1 < α < θ − 1.

(3.11)
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Σ1

Σ2

0 b

Figure 2: The contour Σ. (θ = 3 in this instance.)

(6) As z → b, we have S1(z) = O(1) and S2(z) = O(1).

(7) For x > 0, we have the boundary condition S2(eπi/θx) = S2(e−πi/θx).

Although the transformations Y → T → S given in (3.1) and (3.6) are invertible, the inverse
one, however, does not transform the RH problem 3.2 for S back to the RH problem 2.2 for Y
directly. Thus, the uniqueness of the solution to RH problem 3.2 is not a trivial consequence
from that of the RH problem 2.2. For later use, we prove the following result.

Proposition 3.3. The solution of RH problem 3.2 is unique, even if item (6) therein is replaced
by the weaker condition that S1(z) = O((z − b)−1/4) and S2(z) = O((z − b)−1/4) as z → b.

Proof. Let Ŝ(z) = (Ŝ1(z), Ŝ2(z)) be a solution of RH problem 3.2 with a weaker version of item
(6) that reads S1(z) = O((z − b)−1/4) and S2(z) = O((z − b)−1/4) as z → b. By reversing the
transformations Y → T → S, we obtain a vector-valued function Ŷ (z) = (Ŷ1(z), Ŷ2(z)) analytic
in (C\{0, b},Hθ \ [0,∞)), which satisfies items (3), (4), (6) and (7) of RH problem 2.2. As z → 0
in C, Ŷ1(z) has the same local behaviour as Y1(z) given in item (5) of RH problem 2.2 provided
z → 0 outside the lens. If z → 0 inside the lens, we can only obtain that Ŷ1(z) has the same
asymptotic behaviour as S1(z) given in (3.10), which is weaker than item (5) of RH problem
2.2. Also as z → b, we do not have the continuous behaviour of Y1(z) and Y2(z) as given in item
(1) of RH problem 2.2, but only have that Ŷ1(z) = O((z − b)−1/4) and Ŷ2(z) = O((z − b)−1/4).
On the other hand, Ŷ still has continuous boundary values when approaching (0, b) ∪ (b,+∞)
from the above and the below. We note that the jump condition for Y in item (2) of the RH
problem 2.2 is satisfied by Ŷ (z) on (0, b) ∪ (b,+∞) instead of on (0,+∞).

A key observation now is that Ŷ1(z), which agrees with Ŝ1(z)eng(z) outside the lens, has a
polynomial growth at ∞. Since it is not hard to see that both 0 and b are removable singular
points for Ŷ1(z), it then follows from Liouville’s theorem that Ŷ1(z) is a monic polynomial of
degree n. Moreover, the jump condition for Ŷ (z) together with the boundary conditions that
Ŷ2(z) satisfied on (0, b) ∪ (b,+∞), at z = ∞, and at z = b imply that Ŷ1(z) is the monic
polynomial in z satisfying the biorthogonal condition (1.13), and Ŷ2(z) is the Cauchy transform
of Ŷ1(z). The uniqueness of the biorthogonal polynomials in (1.13) shows that Ŷ (z) is the unique
solution to RH problem 2.2. Since the transforms Y → T → S are invertible, we conclude that
the solution of RH problem 3.2 is unique, even if item (6) therein is weakened as stated in the
proposition.

3.3 Construction of the global parametrix

By (3.5), (2.13) and (2.12), we have, for x ∈ (0, b),

φ′±(x) = g′±(x) + g̃′±(x)− V ′(x) = g′±(x)− g′∓(x) = ∓2πiψ(x). (3.12)

Note that since ψ(x) > 0 on (0, b), it then follows from the Cauchy-Riemann conditions that

<φ(z) = <(g(z) + g̃(z)− V (z)− `) > 0 (3.13)
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for z in a small neighbourhood around (0, b). Here we give the first requirement for the shapes
of Σ1 and Σ2: they should be close to the interval (0, b) enough such that the inequality (3.13)
holds on them. (See Sections 3.5 and 3.6 below for more conditions of the shapes.) This,
together with (2.14), implies that all the jump matrices in (3.9) tend to the identity matrix I
for large n, except the one on the interval (0, b). This leads us to consider the following RH
problem.

RH problem 3.4.

(1) P (∞) = (P
(∞)
1 , P

(∞)
2 ) is analytic in (C \ [0, b],Hθ \ [0, b]).

(2) For x ∈ (0, b), we have

P
(∞)
+ (x) = P

(∞)
− (x)

(
0 xα+1−θ

θ

− θ
xα+1−θ 0

)
. (3.14)

(3) As z →∞ in C, P
(∞)
1 behaves as P

(∞)
1 (z) = 1 +O(z−1).

(4) As z →∞ in Hθ, P
(∞)
2 behaves as P

(∞)
2 (z) = O(z−θ).

(5) For x > 0, we have the boundary condition P2(eπi/θx) = P2(e−πi/θx).

To construct a solution to the above RH problem, we follow the idea in [22] to map the RH
problem 3.4 for P (∞) to a scalar RH problem which can be solved explicitly. More precisely,
using the function Jc(s) defined in (2.1), we set

P(s) :=

{
P

(∞)
1 (Jc(s)), s ∈ C \D,
P

(∞)
2 (Jc(s)), s ∈ D \ [−1, 0],

(3.15)

where D is the region bounded by the curves γ1 and γ2, as shown in Figure 1. Since the function

P
(∞)
2 satisfies the boundary condition indicated in item (5) of RH problem 3.4 and the function
Jc maps the upper/lower side of (−1, 0) to the boundary of Hθ, the function P is then well-
defined on (−1, 0) by continuation. It is straightforward to check that P satisfies the following
RH problem.

RH problem 3.5.

(1) P is analytic in C \ (γ1 ∪ γ2).

(2) For s ∈ γ1 ∪ γ2, we have
P+(s) = P−(s)JP(s), (3.16)

where

JP(s) =

−θcθ−α−1(s+ 1)θ−α−1
(
s+1
s

) θ−α−1
θ , s ∈ γ1,

cα+1−θ

θ (s+ 1)α+1−θ ( s+1
s

)α+1−θ
θ , s ∈ γ2,

(3.17)

with c being the constant given in (2.1).

(3) As s→∞, we have P(s) = 1 +O(s−1).

(4) As s→ 0, we have P(s) = O(s).
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A solution P to the above RH problem is explicitly given by

P(s) =


s√

(s+1)(s−sb)

(
s+1
s

) θ−α−1
θ , s ∈ C \D,

cα+1−θs(s+1)α+1−θ

θ
√

(s+1)(s−sb)
, s ∈ D,

(3.18)

where sb = 1/θ, the branch cuts of
√

(s+ 1)(s− sb),
(
s+1
s

) θ−α−1
θ and (s + 1)α+1−θ are taken

along γ1, [−1, 0] and (−∞,−1], respectively. We note that the RH problem 3.5 for P may have
other solutions, since we do not specify the local behaviours of P as z → −1 or z → sb. Here
and below, we only consider the solution (3.18).

As a consequence, one solution to the RH problem 3.4 for P (∞) is given by

P
(∞)
1 (z) = P(I1(z)), z ∈ C \ [0, b], (3.19)

P
(∞)
2 (z) = P(I2(z)), z ∈ Hθ \ [0, b], (3.20)

where P is given by (3.18), and I1 and I2 are the inverses of two branches of the mapping Jc
satisfying

I1(Jc(s)) = s, s ∈ C \D, (3.21)

I2(Jc(s)) = s, s ∈ D \ [−1, 0]. (3.22)

Similar to the RH problem 3.5, the RH problem 3.4 has more than one solutions too, since we
do not specify the behaviours of P (∞) as z → 0 or z → b. For our purpose, we only consider the
solution given by (3.18)–(3.20) and its local behaviour is collected in the following Proposition.

Proposition 3.6. With P (∞)(z) = (P
(∞)
1 (z), P

(∞)
2 (z)) defined in (3.18)–(3.20), we have, as

z → 0,

P
(∞)
1 (z) =


√

θ
1+θ c

2(α+1)−θ
2(1+θ) e

2(α+1)−θ
2(1+θ)

πi
z
θ−2(α+1)
2(1+θ) (1 +O(z

θ
1+θ )), arg z ∈ (0, π),√

θ
1+θ c

2(α+1)−θ
2(1+θ) e

θ−2(α+1)
2(1+θ)

πi
z
θ−2(α+1)
2(1+θ) (1 +O(z

θ
1+θ )), arg z ∈ (−π, 0),

(3.23)

P
(∞)
2 (z) =


c
2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
θ−2(α+1)
2(1+θ)

πi
z

(α+1
2−θ)θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (0, πθ ),

c
2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
2α−3θ
2(1+θ)

πi
z

(α+1
2−θ)θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (−π
θ , 0),

(3.24)

and as z → b,

P
(∞)
i (z) = O((z − b)− 1

4 ), i = 1, 2. (3.25)

Proof. From the definition of Ii(z), i = 1, 2, it is easily seen that, as z → 0,

I1(z) = − 1 +

{
c−

θ
1+θ e

π
1+θ

iz
θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (0, π),

c−
θ

1+θ e−
π

1+θ
iz

θ
1+θ (1 +O(z

θ
1+θ )), arg z ∈ (−π, 0),

(3.26)

I2(z) = − 1 +

{
c−

θ
1+θ e−

π
1+θ

iz
θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (0, πθ ),

c−
θ

1+θ e
π

1+θ
iz

θ
1+θ (1 +O(z

θ
1+θ )), arg z ∈ (−π

θ , 0),
(3.27)

and as z → b, Ii(z) = sb +O((z − b)1/2) for i = 1, 2. In view of (3.18), we further have

P(s) =



O(|s− sb|−
1
2 ), s→ sb,

−i cα+1−θ√
θ(1+θ)

(s+ 1)α+ 1
2
−θ(1 +O(s+ 1)), s→ −1 from D,√

θ
1+θ (s+ 1)

θ−2(α+1)
2θ e

2(α+1)−θ
2θ

πi(1 +O(s+ 1)), s→ −1 from C+ \D,√
θ

1+θ ((s+ 1)eπi)
θ−2(α+1)

2θ (1 +O(s+ 1)), s→ −1 from C− \D.

(3.28)
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A combination of the above formulas with (3.18)–(3.20) gives us (3.23)–(3.25).

3.4 Third transformation: S → Q

Noting that P
(∞)
1 (z) 6= 0 for z ∈ C\ [0, b] and P

(∞)
2 (z) 6= 0 for z ∈ Hθ \ [0, b], we define the third

transformation by

Q(z) = (Q1(z), Q2(z)) =

(
S1(z)

P
(∞)
1 (z)

,
S2(z)

P
(∞)
2 (z)

)
. (3.29)

In view of the RH problems 3.2 and 3.4 for S and P (∞), it is then easily seen that, with the aid
of Proposition 3.6, Q satisfies the following RH problem.

RH problem 3.7.

(1) Q = (Q1, Q2) is analytic in (C \ Σ,Hθ \ Σ), where the contour Σ is defined in (3.7).

(2) For z ∈ Σ, we have
Q+(z) = Q−(z)JQ(z), (3.30)

where

JQ(z) =



 1 0
θP

(∞)
2 (z)

zα+1−θP
(∞)
1 (z)

e−nφ(z) 1

 , z ∈ Σ1 ∪ Σ2,(
0 1

1 0

)
, z ∈ (0, b),1

zα+1−θP
(∞)
1 (z)

θP
(∞)
2 (z)

enφ(z)

0 1

 , z ∈ (b,+∞).

(3.31)

(3) As z →∞ in C, Q1 behaves as Q1(z) = 1 +O(z−1).

(4) As z →∞ in Hθ, Q2 behaves as Q2(z) = O(1).

(5) As z → 0 in C \ Σ, we have

Q1(z) =


O(z

θ(θ−α−1/2)
1+θ ), α > θ − 1 and z inside the lens,

O(z
θ

2(1+θ) log z), α = θ − 1 and z inside the lens,

O(z
α+1−θ/2

1+θ ), z outside the lens or −1 < α < θ − 1.

(3.32)

(6) As z → 0 in Hθ \ Σ, we have

Q2(z) =


O(z

θ(θ−α−1/2)
1+θ ), α > θ − 1,

O(z
θ

2(1+θ) log z), α = θ − 1,

O(z
α+1−θ/2

1+θ ), −1 < α < θ − 1.

(3.33)

(7) As z → b, we have Q1(z) = O((z − b)1/4) and Q2(z) = O((z − b)1/4).

(8) For x > 0, we have the boundary condition Q2(eπi/θx) = Q2(e−πi/θx).
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3.5 Local parametrix around b

Since the convergence of the jump matrix JS(z) in (3.9) to the identity matrix on the lens is
not uniform as n→∞ near the ending points 0 and b, we need to construct local parametrices
near these points, which serve as local approximations to the solution of the RH problem 3.7 for
Q. Near the right ending point b, this parametrix can be built with the aid of the well-known
Airy parametrix [24, 26] Ψ(Ai); see Appendix B below for the definition.

To this end, we note that the regularity assumption on the potential V implies that (see
(3.12) and (2.7)), as z → b,

φ(z) = −4π

3
d2(z − b) 3

2 +O(|z − b| 52 ), (3.34)

φ(z)/(z − b)3/2 is analytic at b, and then

fb(z) :=

(
−3

4
φ(z)

) 2
3

(3.35)

is a conformal mapping in a neighbourhood D(b, ε) around b satisfying fb(b) = 0 and f ′b(b) > 0,
where ε is a small positive constant and D(b, ε) is defined in (1.23). Moreover, we also choose
the shape of contour Σ so that the image of Σ ∩ D(b, ε) under the mapping fb coincides with
the jump contour

ΓAi := e−
2πi
3 [0,+∞) ∪ R ∪ e 2πi

3 [0,+∞) (3.36)

of the RH problem B.1 for Ψ(Ai) restricted in a neighbourhood of the origin; see Figure 3 for an
illustration.

bb− ǫ b+ ǫ

Σ1

Σ2

∂D(b, ǫ)

Figure 3: Schematic figure of D(b, ε) and Σ ∩D(b, ε).

Let

g
(b)
1 (z) =

z(θ−α−1)/2

P
(∞)
1 (z)

, g
(b)
2 (z) =

z(α+1−θ)/2

θP
(∞)
2 (z)

. (3.37)

We then define

P(b)(z) := Ψ(Ai)(n
2
3 fb(z))

(
e−

n
2
φ(z)g

(b)
1 (z) 0

0 e
n
2
φ(z)g

(b)
2 (z)

)
, z ∈ D(b, ε) \ Σ. (3.38)

From (3.37), it is easily seen that g
(b)
1 (z) and g

(b)
2 (z) are defined in D(b, ε) \ [b− ε, b], and satisfy

g
(b)
1,+(x) = − g(b)

2,−(x), g
(b)
2,+(x) = g

(b)
1,−(x), x ∈ (b− ε, b),

g
(b)
1 (z) = O((z − b) 1

4 ), g
(b)
2 (z) = O((z − b) 1

4 ), z → b,
(3.39)
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by (3.14) and (3.25). This, together with (2.13) and the RH problem B.1 for Ψ(Ai), implies the
following RH problem for P(b).

RH problem 3.8.

(1) P(b)(z) is analytic for z ∈ D(b, ε) \ Σ.

(2) For z ∈ Σ ∩D(b, ε), we have

P
(b)
+ (z) = P

(b)
− (z)JQ(z), (3.40)

where JQ(z) is defined in (3.31).

(3) As z → b, we have P(b)(z) = O((z − b)1/4) and P(b)(z)−1 = O((z − b)−1/4), which are
understood in an entry-wise manner.

(4) For z ∈ ∂D(b, ε), we have, as n→∞,

1√
2

(
g

(b)
1 (z) 0

0 g
(b)
2 (z)

)−1

e
πi
4
σ3

(
1 −1
1 1

)(
n

1
6 fb(z)

1
4 0

0 n−
1
6 fb(z)

− 1
4

)
P(b)(z)

= I +O(n−1). (3.41)

We now define a 2× 2 matrix-valued function

P (b)(z) := E(b)(z)P(b)(z), z ∈ D(b, ε) \ Σ, (3.42)

where P(b) is given in (3.38) and

E(b)(z) =
1√
2

(
g

(b)
1 (z) 0

0 g
(b)
2 (z)

)−1

e
πi
4
σ3

(
1 −1
1 1

)(
n

1
6 fb(z)

1
4 0

0 n−
1
6 fb(z)

− 1
4

)
(3.43)

with σ3 = ( 1 0
0 −1 ) being the Pauli matrix. From (3.43), it is readily seen that, for x ∈ (b− ε, b),

E
(b)
+ (x)E

(b)
− (x)−1 =

(
g

(b)
1,+(x) 0

0 g
(b)
2,+(x)

)−1(
0 −1
1 0

)(
g

(b)
1,−(x) 0

0 g
(b)
2,−(x)

)
=

(
0 1
1 0

)
, (3.44)

where we have made use of (3.39) in the last step.
A combination of the RH problem 3.8 for P(b) and (3.44) shows that P (b) defined in (3.42)

satisfies the following RH problem.

RH problem 3.9.

(1) P (b)(z) is analytic in D(b, ε) \ Σ.

(2) For z ∈ Σ ∩D(b, ε), we have

P
(b)
+ (z) =


P

(b)
− (z)JQ(z), z ∈ Σ ∩D(b, ε) \ [b− ε, b],(
0 1

1 0

)
P

(b)
− (z)JQ(z), z ∈ (b− ε, b), (3.45)

where JQ is defined in (3.31).
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(3) As z → b, we have P (b)(z) = O((z − b)−1/4) and P (b)(z)−1 = O((z − b)−1/4), which are
understood in an entry-wise manner.

(4) For z on the boundary ∂D(b, ε) of D(b, ε), we have, as n→∞, P (b)(z) = I +O(n−1).

At last, we define a vector-valued function V (b) by

V (b)(z) = Q(z)P (b)(z)−1, z ∈ D(b, ε) \ Σ, (3.46)

where Q(z) is defined in (3.29). It is then easily seen that V (b) satisfies the following RH
problem.

RH problem 3.10.

(1) V (b) = (V
(b)

1 , V
(b)

2 ) is analytic in D(b, ε) \ [b− ε, b].

(2) For z ∈ (b− ε, b), we have

V
(b)

+ (x) = V
(b)
− (x)

(
0 1
1 0

)
. (3.47)

(3) As z → b, we have V
(b)

1 (z) = O(1) and V
(b)

2 (z) = O(1).

(4) For z ∈ ∂D(b, ε), we have, as n→∞, V (b)(z) = Q(z)(I +O(n−1)).

3.6 Local parametrix around 0

Near the left ending point 0 of the support of the equilibrium measure, i.e., the hard edge in
the context of random matrix theory, we still want to construct a matrix-valued function as the
local parametrix. The roadmap of our construction is parallel to that for the local parametrix
around b. We are going to have P(0), P (0) and V (0) that are analogous to P(b), P (b) and V (b). It
comes out that the construction here is much more involved and complicated. One difficulty is
that there does not exist an open disk centred at the origin lying in C ∩Hθ. Moreover, instead
of using the well established Airy parametrix Ψ(Ai), we have to build a Meijer G-parametrix
Ψ(Mei) from scratch, which will be the technical heart of this part. Throughout this subsection,
we emphasize that θ ∈ N.

A local conversion of the RH problem for Q

As the initial step toward the construction, we convert the RH problem 3.7 for Q near the
origin to an equivalent one but defined in a small open disk centred at 0. To this end, let
r > 0 be a small enough constant, and later we will actually take r = rn to be shrinking
with n. It is also assumed that the contours Σ1 and Σ2 satisfy the following requirements in
the open disk D(0, r1/θ): Σ1 ∩ D(0, r1/θ) overlaps with the ray {z ∈ C | arg z = π/(2θ)} and
Σ2∩D(0, r1/θ) overlaps with the ray {z ∈ C | arg z = −π/(2θ)}. We then define θ+ 1 functions
U0(z), U1(z), . . . , Uθ(z) for z ∈ D(0, r) with some rays removed, as follows:

U0(sθ) = Q2(s), arg s ∈ (0,
π

2θ
) ∪ (

π

2θ
,
π

θ
] ∪ (− π

2θ
, 0) ∪ (−π

θ
,− π

2θ
), (3.48)

U1(sθ) = Q1(s), arg s ∈ (0,
π

2θ
) ∪ (

π

2θ
,
π

θ
] ∪ (− π

2θ
, 0) ∪ (−π

θ
,− π

2θ
), (3.49)

Uk(s
θ) = Q1(s), arg s ∈ (

(2k − 3)π

θ
,
(2k − 1)π

θ
), k = 2, . . . , θ, (3.50)
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or equivalently,

U0(z) = Q2(z
1
θ ), z ∈ D(0, r) \ {(−r, r) ∪ (−ir, ir)}, (3.51)

Uk(z) = Q1(z
1
θ e

2(k−1)
θ

πi), z ∈ D(0, r) \ {(−r, r) ∪ (−ir, ir)}, k = 1, 2, . . . , θ, (3.52)

where (Q1(z), Q2(z)) solves the RH problem 3.7 and we choose the principal branch for z1/θ.
As a consequence, we arrive at the following 1× (θ + 1) RH problem.

RH problem 3.11.

(1) U = (U0, U1, . . . , Uθ) is defined and analytic in D(0, r) \ {(−r, r) ∪ (−ir, ir)}.

(2) For z ∈ (−r, r) ∪ (−ir, ir) \ {0}, we have

U+(z) = U−(z)JU (z), (3.53)

where

JU (z) =



1 θz
θ−1−α

θ e−nφ(z1/θ) P
(∞)
2 (z1/θ)

P
(∞)
1 (z1/θ)

0 1

⊕ Iθ−1, z ∈ (0, ir) ∪ (0,−ir),(
0 1

1 0

)
⊕ Iθ−1, z ∈ (0, r),

Mcyclic, z ∈ (−r, 0),

(3.54)

with Mcyclic being defined in (1.24), and the orientations of the rays are shown in Figure
4.

(3) As z → 0 from D(0, r) \ {(−r, r) ∪ (−ir, ir)}, we have

(a)

U0(z) =


O(z1−α+3/2

θ+1 ), α > θ − 1,

O(z
1

2(1+θ) log z), α = θ − 1,

O(z
α+1
θ
−α+3/2

θ+1 ), −1 < α < θ − 1,

(3.55)

(b) for arg z ∈ (0, π/2) ∪ (−π/2, 0),

U1(z) =


O(z1−α+3/2

θ+1 ), α > θ − 1,

O(z
1

2(1+θ) log z), α = θ − 1,

O(z
α+1
θ
−α+3/2

θ+1 ), −1 < α < θ − 1,

(3.56)

(c) for k = 2, . . . , θ, or k = 1 and arg z ∈ (π/2, π) ∪ (−π,−π/2),

Uk(z) = O(z
α+1
θ
−α+3/2

θ+1 ). (3.57)

We emphasize that the RH problem for U is defined in D(0, r), and an approximation of
U will in turn provide a local approximation of Q near the origin through the relations (3.48)–
(3.50). It turns out that the construction will be made with the aid of a model RH problem
solved in terms of the Meijer G-functions, which is described next.
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0 r−r

ri

−ri

Figure 4: The jump contour for the RH
problem 3.11 for U and for the RH problem
4.10 for Ũ .

0

Figure 5: The jump contour for the RH
problem 3.12 for Ψ(Mei) and for the RH
problem 4.11 for Ψ̃(Mei).

The Meijer G-parametrix Ψ(Mei)

Here we define the model parametrix we need in the construction of a local parametrix near the
origin, analogous to the Airy parametrix. We start with the exact but uninspiring definition of
it, and then show that it satisfies a specified RH problem. More precisely, we define (θ + 1)2

functions Ψ
(Mei)
kj (ζ) (j, k = 0, 1, . . . , θ) explicitly by the Meijer G-functions in three steps for (1)

j = 2, . . . , θ, (2) j = 1, (3) j = 0, and later show that they constitute a desired (θ+ 1)× (θ+ 1)
matrix-valued function Ψ(Mei). For k = 0, 1, . . . , θ, we set

ψk(ζ) := ζ−(α+1−θ)Gθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζθ) , (3.58)

which is an entire function in ζ, since the singularities in the integrand of the above Meijer
G-function are located at the points −θ−1(α−θ+m)−n, where m = 1, . . . , θ, and n ∈ {0}∪N.
In particular, we will use the function ψk(ζ

1/θ) for arg ζ ∈ (−π, (2θ − 1)π) such that it is real

when arg ζ = 0. The functions Ψ
(Mei)
kj (ζ) are defined as follows.

(1) j = 2 . . . , θ:

Ψ
(Mei)
kj (ζ) = (−1)kθψk(e

2(j−1)πi
θ ζ

1
θ ), arg ζ ∈ (−π, π). (3.59)

(2) j = 1:

Ψ
(Mei)
k1 (ζ) = θζ−

α+1−θ
θ

×



(−1)kζ
α+1−θ

θ ψk(ζ
1
θ ), arg ζ ∈ (

π

2
, π) ∪ (−π,−π

2
),

− 1

2πi
Gθ+1,0

0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζeπi) , arg ζ ∈ (0,
π

2
),

1

2πi
Gθ+1,0

0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζe−πi) , arg ζ ∈ (−π
2
, 0).

(3.60)
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(3) j = 0:

Ψ
(Mei)
k0 (ζ) =

1

2πi
×


Gθ+1,0

0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζe−πi) , arg ζ ∈ (0, π),

Gθ+1,0
0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζeπi) , arg ζ ∈ (−π, 0).

(3.61)

Analogous to the RH problem B.1 for the Airy parametrix Ψ(Ai), the following model RH
problem will play an important role in our construction of a local parametrix near the origin.

RH problem 3.12.

(1) Ψ(Mei)(ζ) is a (θ+1)× (θ+1) matrix-valued function defined and analytic in C\{R∪ iR}.

(2) For ζ ∈ R ∪ iR \ {0}, we have

Ψ
(Mei)
+ (ζ) = Ψ

(Mei)
− (ζ)JΨ(Mei)(ζ), (3.62)

where

JΨ(Mei)(ζ) =



(
1 θ

ζ(α+1−θ)/θ

0 1

)
⊕ Iθ−1, ζ ∈ iR \ {0},(

0 − θ
ζ(α+1−θ)/θ

ζ(α+1−θ)/θ

θ 0

)
⊕ Iθ−1, ζ > 0,

Mcyclic, ζ < 0,

(3.63)

and orientations of the real and imaginary axes are shown in Figure 5.

(3) As ζ →∞, we have, for ζ ∈ C±,

Ψ(Mei)(ζ) =
1

2πi

θ(2π)
θ
2√

θ + 1
e

(
2(α+1)

θ
−α+3/2

θ+1

)
πi
ζ
α+3/2
θ+1

−α+1
θ Υ(ζ)

×
(

Ω± +O(ζ−
1
θ+1 )

)
e−Λ(ζ)Ξ(ζ), (3.64)

where

Υ(ζ) = diag
(
e−

k
θ+1

πiζ
k
θ+1

)θ
k=0

, (3.65)

Λ(ζ) = (θ + 1)ζ
1
θ+1



(
e−

πi
θ+1 0

0 e
πi
θ+1

)
⊕ diag

(
e

2j−1
θ+1

πi
)θ
j=2

, ζ ∈ C+,(
e
πi
θ+1 0

0 e−
πi
θ+1

)
⊕ diag

(
e

2j−1
θ+1

πi
)θ
j=2

, ζ ∈ C−,
(3.66)

Ξ(ζ) =



−1
θe
− 2(α+1)

θ
πiζ

α+1−θ
θ 0

0 e
2
(
α+3/2
θ+1

−α+1
θ

)
πi

 , ζ ∈ C+,−1
θe

2
(
α+3/2
θ+1

−α+1
θ

)
πi
ζ
α+1−θ

θ 0

0 −e− 2(α+1)
θ

πi

 , ζ ∈ C−,


⊕ diag

(
e

2j
(
α+3/2
θ+1

−α+1
θ

)
πi
)θ
j=2

, (3.67)
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and

Ω+ =
(
e

2kj
θ+1

πi
)θ
k,j=0

, Ω− = Ω+

((
0 1
1 0

)
⊕ Iθ−1

)
. (3.68)

(4) As ζ → 0 from C \ (R ∪ iR), we have for k = 0, 1, . . . , θ,

(a)

Ψ
(Mei)
k0 (ζ) =


O(1), α > θ − 1,

O(log ζ), α = θ − 1,

O(ζ
α+1−θ

θ ), −1 < α < θ − 1,

(3.69)

(b) for arg ζ ∈ (0, π/2) ∪ (−π/2, 0),

Ψ
(Mei)
k1 (ζ) = O(ζ−

α+1−θ
θ Ψ

(Mei)
k0 (ζ)), (3.70)

(c) for j = 2, 3, . . . , θ, or j = 1 and arg ζ ∈ (π/2, π) ∪ (−π,−π/2),

Ψ
(Mei)
kj (ζ) = O(1), (3.71)

where Ψ
(Mei)
kj (ζ) stands for the (k, j)-th entry of Ψ(Mei)(ζ).

(5) As ζ → 0, each entry of Ψ(Mei)(ζ)−1 blows up at most as a power function near the origin.
More precisely, we have, for j = 0, 1, . . . , θ,

(a) for arg ζ ∈ (π/2, π) ∪ (−π,−π/2),

(Ψ(Mei)(ζ)−1)0j = O(1), (3.72)

(b) for arg ζ ∈ (0, π/2) ∪ (−π/2, 0),

(Ψ(Mei)(ζ)−1)0j =


O(ζ−

α
θ ), α > 0,

O(log ζ), α = 0,

O(1), −1 < α < 0,

(3.73)

(c) for k = 1, . . . , θ,

(Ψ(Mei)(ζ)−1)kj =


O(ζ

1−θ
θ ), α > 0,

O(ζ
1−θ
θ log ζ), α = 0,

O(ζ
α+1−θ

θ ), −1 < α < 0,

(3.74)

where (Ψ(Mei)(ζ)−1)kj stands for the (k, j)-th entry of Ψ(Mei)(ζ)−1.

In what follows, we show the above RH problem can be solved explicitly.

Proposition 3.13. Let Ψ
(Mei)
kj (ζ) be the functions given in (3.59)–(3.61). The matrix-valued

function Ψ(Mei)(ζ) defined by

Ψ(Mei)(ζ) =
(

Ψ
(Mei)
kj (ζ)

)θ
k,j=0

, (3.75)

solves RH problem 3.12 for Ψ(Mei). Moreover, we have

det(Ψ(Mei)(ζ)) = θθ(2π)
(θ+1)(θ−2)

2 e
θ(3−θ)

4
πiζ

θ−1
2 . (3.76)

Proof. It is clear that Ψ(Mei)(ζ) defined in (3.75) is analytic in C \ {R∪ iR}. We will then check
the other items of RH problem 3.12 one by one, and leave the proof of (3.76) to the end.
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Item (2) It is straightforward to check that the jump condition for Ψ(Mei)(ζ) on R \ {0} is
satisfied if it is defined by (3.75). For the jump on iR \ {0}, we observe from the integral
representation of Meijer G-function (A.1) that for k = 0, 1, . . . , θ, and arg ζ ∈ (−π, π),

Gθ+1,0
0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζe−πi)−Gθ+1,0
0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζeπi)
=

1

π

∫
L

θ∏
l=1

Γ

(
u+

α− θ + l

θ

)
Γ(u+ k) sin(πu)ζ−udu

= (−1)k
∫
L

∏θ
l=1 Γ

(
u+ α−θ+l

θ

)
Γ(1− k − u)

ζ−udu

= (−1)k2πiGθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζ) , (3.77)

where we have made use of the reflection formula

Γ(z)Γ(1− z) =
π

sin(πz)
, z 6= 0,±1,±2, . . . , (3.78)

in the second equality. An appeal to this relation gives us the jump of Ψ(Mei) on iR \ {0} as
indicated in (3.62) and (3.63).

Item (3) The large ζ behaviour of Ψ(Mei)(ζ) essentially follows from asymptotics of the Meijer
G-functions. Indeed, by [46, Theorem 5 in Section 5.7 and Theorem 2 in Section 5.10] and the

definitions of Ψ
(Mei)
kj , it follows that, for k = 0, 1, . . . , θ,

Ψ
(Mei)
k0 (ζ) = − 1

2πi

(2π)
θ
2√

θ + 1
ζ
α+k+3/2
θ+1

−1

×

e
−α+k+3/2

θ+1
πi exp

(
−(θ + 1)e−

πi
θ+1 ζ

1
θ+1

)
(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (0, π),

e
α+k+3/2
θ+1

πi exp
(
−(θ + 1)e

πi
θ+1 ζ

1
θ+1

)
(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (−π, 0),

(3.79)

Ψ
(Mei)
k1 (ζ) =

1

2πi

θ(2π)
θ
2√

θ + 1
ζ
α+k+3/2
θ+1

−α+1
θ

×

e
α+k+3/2
θ+1

πi exp
(
−(θ + 1)e

πi
θ+1 ζ

1
θ+1

)
(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (0, π2 ) ∪ (π2 , π),

−e−
α+k+3/2
θ+1

πi exp
(
−(θ + 1)e−

πi
θ+1 ζ

1
θ+1

)
(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (−π,−π

2 ) ∪ (−π
2 , 0),

(3.80)

and if j = 2, . . . , θ,

Ψ
(Mei)
kj (ζ) =

1

2πi

θ(2π)
θ
2√

θ + 1
ζ
α+k+3/2
θ+1

−α+1
θ e

j
(
k+3/2
θ+1

− α
θ(θ+1)

− 1
θ

)
2πi
e

(
α−k−3/2
θ+1

+ 2α
θ(θ+1)

+ 2
θ

)
πi

× exp

(
−(θ + 1)e

(2j−1)πi
θ+1 ζ

1
θ+1

)
(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (−π, π). (3.81)

Inserting the above individual asymptotics into (3.75), we obtain (3.64) after direct calculations.
We note that the jump of Ψ(Mei) on the imaginary axis does not affect the sectoral asymptotics,

25



since

e−Λ(ζ)Ξ(ζ)

((
1 θ

ζ(α+1−θ)/θ

0 1

)
⊕ Iθ−1

)
Ξ(ζ)−1eΛ(ζ) = I +O(ζ−∞), ζ ∈ iR \ {0}. (3.82)

Moreover, it is straightforward to check that, for ζ ∈ R \ {0},

Υ+(ζ)Ω+ = Υ−(ζ)Ω− ×


(

0 1

1 0

)
⊕ Iθ−1, ζ > 0,

Mcyclic, ζ < 0,

(3.83)

which is consistent with the jump of Ψ(Mei) on the real axis.

Item (4) We first consider the entries Ψ
(Mei)
kj (ζ) with either j = 2, . . . , θ, or j = 1 and

arg ζ ∈ (π/2, π) ∪ (−π,−π/2). Recall that the function ψk(ζ) in (3.58) is entire in ζ, it then

follows from (3.59) and (3.60) that for all k = 0, 1, . . . , θ, Ψ
(Mei)
kj (ζ) admit the following Puiseux

series representations:

Ψ
(Mei)
kj (ζ) =

∞∑
l=0

ak,le
2(j−1)lπi

θ ζ
l
θ . (3.84)

The coefficients ak,l depending on the parameters α and θ in the above formula can be calculated

explicitly by evaluating the residue of the integrand ofGθ,00,θ+1

(
−

(α−θ+1)/θ,(α−θ+2)/θ,...,(α−1)/θ,α/θ,k

∣∣∣ ζ)
at each pole. In particular, we have ak,i 6= 0 for i = 0, 1, . . . , θ − 1. Equivalently, by setting the
analytic functions

fk,j(ζ) :=

∞∑
l=0

ak,θl+j−1ζ
l, j = 1, . . . , θ, (3.85)

it follows that for j = 2, . . . , θ, or j = 1 and arg ζ ∈ (π/2, π) ∪ (−π,−π/2),

Ψ
(Mei)
kj (ζ) =

θ∑
l=1

cl,jζ
l−1
θ fk,l(ζ), cl,j = e

2(j−1)(l−1)πi
θ , l, j = 1, . . . , θ, (3.86)

which gives us (3.71).
We next show (3.69) by splitting the discussions into two cases, namely, (i) α /∈ Z, and (ii)

α ∈ {0} ∪ N.

(i) α /∈ Z. From the definition of Ψ
(Mei)
k0 given in (3.61), we see from (A.1) and (3.78) that

2i

(−1)k
Ψ

(Mei)
k0 (ζ) =

1

(−1)kπ
Gθ+1,0

0,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζe∓πi)
=

1

(−1)kπ

1

2πi

∫
L

θ∏
l=1

Γ

(
u+

α− θ + l

θ

)
Γ(u+ k)(ζe∓πi)−udu

=
1

2πi

∫
L

∏θ
l=1 Γ

(
u+ α−θ+l

θ

)
Γ(1− k − u) sin(πu)

(ζe∓πi)−udu, ζ ∈ C±. (3.87)

On account of (3.84) and (3.60), we also have

Gθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , k

∣∣∣∣ ζ)
=

1

2πi

∫
L

∏θ
l=1 Γ

(
u+ α−θ+l

θ

)
Γ(1− k − u)

ζ−udu =
(−1)k

θ
ζ
α+1−θ

θ

∞∑
l=0

ak,lζ
l
θ . (3.88)
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Thus, a combination of the above two formulas and the residue theorem implies that, for
ζ ∈ C±,

Ψ
(Mei)
k0 (ζ) = fk,0(ζ) +

ζ
α+1−θ

θ

θ

∞∑
l=0

ak,l
ie∓

α+1−θ+l
θ

πi

2 sin(α+1−θ+l
θ π)

ζ
l
θ

= fk,0(ζ) + ζ
α−θ
θ

θ∑
l=1

cl,0ζ
l
θ fk,l(ζ), cl,0 =

ie∓
α−θ+l
θ

πi

2θ sin(α−θ+lθ π)
, (3.89)

where fk,0(ζ) is an analytic function with fk,0(ζ) = O(ζk) as ζ → 0. Since α /∈ Z, we note
that sin(α−θ+lθ π) 6= 0 for l = 1, . . . , θ, which leads to (3.69) in this case.

(ii) α ∈ {0} ∪N. If α is a nonnegative integer, there exists a unique jα ∈ {1, . . . , θ} such that
(α− θ + jα)/θ ∈ Z. More precisely, we have

mα :=
α− θ + jα

θ
≥ 0. (3.90)

The analytic functions fk,j(ζ) for k = 0, 1, . . . , θ, and j = 1, . . . , θ, by (3.85), satisfy
fk,j(0) 6= 0 if j 6= jα, while as ζ → 0,

fk,jα(ζ) =

{
O(1), k ≤ mα,

O(ζk−mα), k > mα.
(3.91)

The representation of Ψ
(Mei)
k0 analogue to (3.89) in this case is

Ψ
(Mei)
k0 (ζ) = ζ

α−θ
θ

∑
l=1,...,θ, l 6=jα

cl,0ζ
l
θ fk,l(ζ)

+ fk,0(ζ)− ζmα

2θπi
fk,jα(ζ)×

{
log(ζe−πi), arg ζ ∈ (0, π),

log(ζeπi), arg ζ ∈ (−π, 0),
(3.92)

where cl,0 is given in (3.89) and fk,0(ζ) is an analytic function with fk,0(ζ) = O(ζmin{k,mα}).
Hence, we again obtain (3.69) in this case.

Finally, the local behaviour of Ψ
(Mei)
k1 (ζ) near the origin for arg ζ ∈ (0, π/2)∪ (−π/2, 0) given

in (3.70) follows directly from (3.60), (3.61) and (3.69).

Item (5) In the proof of item (5), we assume (3.76), which implies that Ψ(Mei)(ζ)−1 is well-
defined if ζ 6= 0.

If α /∈ Z and arg ζ ∈ (π/2, π) ∪ (−π,−π/2), it is readily seen from (3.86) and (3.89) that

Ψ(Mei)(ζ) = Θ(ζ) diag(ζ
θ−α−1

θ , 1, ζ
1
θ , . . . , ζ

θ−1
θ )Cα diag(ζ

α+1−θ
θ , 1, . . . , 1), (3.93)

where
Θ(ζ) =

(
fk,j(ζ)

)θ
k,j=0

(3.94)

with fk,j(ζ), k, j = 0, 1, . . . , θ, given in (3.85) and (3.89), and

Cα =

(
1 01×θ
~cα Cα

)
, where Cα =


c1,1 · · · c1,j · · · c1,θ

c2,1 · · · c2,j · · · c2,θ
... · · · ... · · · ...
cθ,1 · · · cθ,j · · · cθ,θ

 , ~cα =


c1,0

c2,0
...
cθ,0

 , (3.95)
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with ck,j , k = 1, . . . , θ, j = 0, 1, . . . , θ, given in (3.86) and (3.89). In view of (3.101) below, it is
clear that detCα = detCα 6= 0, and then

C−1
α =

(
1 01×θ

−C−1
α ~cα C−1

α

)
. (3.96)

Also, by (3.76) and (3.93), it follows that det(Θ(ζ)) is a non-zero constant and

Θ(ζ)−1 = O(1), ζ → 0, (3.97)

which is understood in an entry-wise manner. Since

Ψ(Mei)(ζ)−1 = diag(ζ
θ−α−1

θ , 1, . . . , 1)C−1
α diag(ζ

α+1−θ
θ , 1, ζ−

1
θ , . . . , ζ−

θ−1
θ )Θ(ζ)−1

=


1 0 0 · · · 0

O(ζ
α+1−θ

θ ) O(1) O(ζ−
1
θ ) · · · O(ζ−

θ−1
θ )

...
...

... · · · ...

O(ζ
α+1−θ

θ ) O(1) O(ζ−
1
θ ) · · · O(ζ−

θ−1
θ )

Θ(ζ)−1, (3.98)

we then obtain (3.72) and (3.74) for α /∈ Z and arg ζ ∈ (π/2, π) ∪ (−π,−π/2).
If α ∈ {0}∪N and arg ζ ∈ (π/2, π)∪ (−π,−π/2), then the decomposition (3.93) up to (3.97)

remain valid (with fk,0 given in (3.92)). The component cjα,0 in ~cα, however, should be replaced

by i(2θπ)−1 log(ζe∓πi) (for ζ ∈ C±), and as a consequence, the entries O(ζ
α+1−θ

θ ) in the first

column of the matrix in the second line of (3.98) should be replaced by O(ζ
α+1−θ

θ log ζ), which
again gives us (3.72) and (3.74).

We note that all the estimates above are still valid if we analytically continue the entries of
Ψ(Mei)(ζ)−1 to (0, π) ∪ (−π, 0), cross ±iR. Actually, from (3.62) and (3.63), we find the jump

Ψ
(Mei)
− (ζ)−1 =

((
1 θ

ζ(α+1−θ)/θ

0 1

)
⊕ Iθ−1

)
Ψ

(Mei)
+ (ζ)−1, ζ ∈ iR \ {0}. (3.99)

Thus, the estimates above for arg ζ ∈ (π/2, π) ∪ (−π,−π/2) also implies item (5) for arg ζ ∈
(0, π/2) ∪ (−π/2, 0), and we omit the details here.

Evaluation of det(Ψ(Mei)(ζ)) From (3.65)–(3.68), it is readily seen that

det(Υ(ζ)) = e−
θ
2
πiζ

θ
2 , det(e−Λ(ζ)) = 1, det(Ω±) = ±(θ + 1)

θ+1
2 e

θ(5−θ)
4

πi,

det(Ξ(ζ)) = ∓1

θ
e( θ

2
−α−1− 2(1+α)

θ
)πiζ

α+1−θ
θ , ζ ∈ C±.

(3.100)

Here, to derive det(Ω±), we have made use of the determinant formula of the Schur matrix,
that is, for any d ∈ N,

det
(

(ξkj)d−1
k,j=0

)
= d

d
2 e

2+7d−d2
4

πi, ξ = e
2πi
d , (3.101)

cf. [44, Part 4, Chapter VI, Appdendix 2, Pages 211–213]. A combination of (3.100) and (3.64)
implies that, as ζ →∞,

det(Ψ(Mei)(ζ)) = θθ(2π)
(θ+1)(θ−2)

2 e
θ(3−θ)

4
πiζ

θ−1
2 (1 +O(ζ−

1
θ+1 )). (3.102)

We further observe from (3.86) and (3.89) (if α /∈ Z) and from (3.86), (3.91) and (3.92) (if
α ∈ {0} ∪ N) that

det(Ψ(Mei)(ζ)) = O(ζ
θ−1
2 ), ζ → 0. (3.103)

Also it is easy to see from (3.62) and (3.63) that ζ(1−θ)/2 det(Ψ(Mei)(ζ)) is analytic on C \ {0}.
Thus, Liouville’s theorem implies (3.76).
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We omit the discussion on uniqueness of the solution to the RH problem 3.12, and always
understand Ψ(Mei)(ζ) in the sense of (3.75).

Construction of the local parametrix around 0

We are now ready to construct the local parametrix near the origin by building a (θ+1)×(θ+1)
matrix-valued function P (0)(z) as an approximation of the RH problem 3.11 for U . For this
purpose, we define

M(z) = diag (m0(z),m1(z), . . . ,mθ(z)) , z ∈ C \ R, (3.104)

where

m0(z) =

{
g̃(z

1
θ )− g̃+(0), z ∈ C+,

2πi+ g̃(z
1
θ )− g̃+(0), z ∈ C−,

(3.105)

m1(z) =

{
−g(z

1
θ ) + V (z

1
θ ) + `− g̃−(0), z ∈ C+,

−2πi− g(z
1
θ ) + V (z

1
θ ) + `− g̃−(0), z ∈ C−,

(3.106)

and for j = 2, . . . , θ, arg z ∈ (−π, 0) ∪ (0, π),

mj(z) =

{
−g(z

1
θ e

2(j−1)
θ

πi) + V (z
1
θ e

2(j−1)
θ

πi) + `− g̃−(0), z
1
θ e

2(j−1)
θ

πi ∈ C+,

−2πi− g(z
1
θ e

2(j−1)
θ

πi) + V (z
1
θ e

2(j−1)
θ

πi) + `− g̃−(0), z
1
θ e

2(j−1)
θ

πi ∈ C−,
(3.107)

and also define

N(z) = diag(n0(z), n1(z), . . . , nθ(z)), z ∈ C \ (−∞, bθ], (3.108)

where
n0(z) = P

(∞)
2 (z

1
θ ), nj(z) = P

(∞)
1 (e

2(j−1)
θ

πiz
1
θ ), j = 1, . . . , θ. (3.109)

In the above definitions, we recall that g, g̃ and V are given in (1.10), (1.11) and (1.3), respec-

tively, ` is the constant in the Euler-Lagrange condition (2.13), and P (∞) = (P
(∞)
1 , P

(∞)
2 ) solves

the RH problem 3.4.
In view of (2.13), (2.15), (2.16) and (3.23), (3.24), the following local behaviours of M and

N near the origin are immediate.

Proposition 3.14. Let mi(z) and ni(z), i = 0, 1, . . . , θ, be the functions defined in (3.105)–
(3.107) and (3.109). As z → 0, we have, with ρ defined in (1.15), c given in (2.1), and
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j = 2, . . . , θ,

m0(z) =

{
ρ(1 + θ)e−

1
1+θ

πiz
1

1+θ +O(z
2

1+θ ), z ∈ C+,

ρ(1 + θ)e
1

1+θ
πiz

1
1+θ +O(z

2
1+θ ), z ∈ C−,

(3.110)

m1(z) =

{
ρ(1 + θ)e

1
1+θ

πiz
1

1+θ +O(z
1
θ ), z ∈ C+,

ρ(1 + θ)e−
1

1+θ
πiz

1
1+θ +O(z

1
θ ), z ∈ C−,

(3.111)

mj(z) = ρ(1 + θ)e
2j−1
1+θ

πiz
1

1+θ +O(z
1
θ ), (3.112)

n0(z) =


c
2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
θ−2(α+1)
2(1+θ)

πi
z
α+3/2
1+θ

−1(1 +O(z
1

1+θ )), z ∈ C+,

− c
2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
2(α+1)−θ
2(1+θ)

πi
z
α+3/2
1+θ

−1(1 +O(z
1

1+θ )), z ∈ C−,
(3.113)

n1(z) =


θc

2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
2(α+1)−θ
2(1+θ)

πi
z
α+3/2
1+θ

−α+1
θ (1 +O(z

1
1+θ )), z ∈ C+,

θc
2(α+1)−θ
2(1+θ)√
θ(1+θ)

e
θ−2(α+1)
2(1+θ)

πi
z
α+3/2
1+θ

−α+1
θ (1 +O(z

1
1+θ )), z ∈ C−,

(3.114)

nj(z) =
θc

2(α+1)−θ
2(1+θ)√

θ(1 + θ)
e

2(α+1)−θ
2(1+θ)

πi
e

(j−1)(θ−2(α+1))
θ(1+θ)

πi
z
α+3/2
1+θ

−α+1
θ (1 +O(z

1
1+θ )). (3.115)

From now on, we assume, as mentioned before, that r = rn shrinks with n, namely,

r = rn = n−
2(θ+1)
2θ+1 . (3.116)

One could actually take the rate of shrinking to be n−κ with 1 < κ < 1 + 1/θ. Here, we
choose κ = 2(θ + 1)/(2θ + 1) so that more explicit error estimates can be obtained. For
z ∈ D(0, rθn) \ (R ∪ iR), we first introduce a (θ + 1)× (θ + 1) matrix-valued function

P(0)(z) = (2π)1− θ
2 θ−

1
2 c

2(α+1)−θ
2(1+θ) (ρn)

α+1
θ
− 1

2 diag(1, (ρn)−1, . . . , (ρn)−θ)

×Ψ(Mei)((ρn)θ+1z)((ρn)−
θ+1
θ

(α+1−θ) ⊕ Iθ)N(z)−1enM(z), (3.117)

where M(z) and N(z) are defined in (3.104) and (3.108), respectively, and Ψ(Mei) is the Meijer
G-parametrix solving the RH problem 3.12. We then have the following proposition regarding
the RH problem for P(0).

Proposition 3.15. The function P(0)(z) defined in (3.117) has the following properties.

(1) P(0)(z) is analytic in D(0, rθn) \ (R ∪ iR).

(2) For z ∈ D(0, rθn) ∩ (R ∪ iR), we have

P
(0)
+ (z) = P

(0)
− (z)JU (z), (3.118)

where JU (z) is defined in (3.54).

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

P(0)(z) = Υ(z)Ω±(I +O(n−
1

2θ+1 )), z ∈ C±, (3.119)

where Υ(z) and Ω± are defined in (3.65) and (3.68), respectively.
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Proof. While it is straightforward to check the jump of P(0) on (0, irθn)∪(0,−irθn), we need a little
bit effort to see its jump on (−rθn, 0) and (0, rθn). If z ∈ (−rθn, 0), we obtain from the definitions
of mi(z) and ni(z), i = 0, 1, . . . , θ, (2.10), (3.14) and the boundary condition indicated in item
(5) of the RH problem 3.4 for P (∞) that

enm0,+(z) = enm0,−(z), enmθ,+(z) = enm0,−(z),

n0,+(z) = n0,−(z), nθ,+(z) = n1,−(z),

enmj−1,+(z) = enmj,−(z), nj−1,+(z) = nj,−(z), j = 2, . . . , θ.

(3.120)

It is then easily seen from (3.117), (3.62) and the above relations that

P
(0)
+ (z) = P

(0)
− (z)Mcyclic, z ∈ (−rθn, 0). (3.121)

On the other hand, if z ∈ (0, rθn), it is readily seen from (3.14) that

enM+(z) = enM−(z), n0,+(z) = n1,−(z)
z(α+1−θ)/θ

θ
, n1,+(z) = −n0,−(z)

θ

z(α+1−θ)/θ ,

nj,+(z) = nj,−(z), j = 2, . . . , θ.

(3.122)

This, together with (3.62), implies that for z ∈ (0, rθn),

Ψ
(Mei)
+ ((ρn)θ+1z)

(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)
N+(z)−1enM+(z)

= Ψ
(Mei)
− ((ρn)θ+1z)

((
0 − θ

z(α+1−θ)/θ (ρn)−
θ+1
θ

(α+1−θ)

z(α+1−θ)/θ

θ (ρn)
θ+1
θ

(α+1−θ) 0

)
⊕ Iθ−1

)
× ((ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ)N+(z)−1enM+(z)

= Ψ
(Mei)
− ((ρn)θ+1z)

(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)(( 0 − θ

z(α+1−θ)/θ
z(α+1−θ)/θ

θ 0

)
⊕ Iθ−1

)

× diag

(
z(α+1−θ)/θ

θ
n1,−(z),− θ

z(α+1−θ)/θn0,−(z), n2,−(z), . . . , nθ,−(z)

)−1

enM+(z)

= Ψ
(Mei)
− ((ρn)θ+1z)

(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)
N−(z)−1

((
0 1
1 0

)
⊕ Iθ−1

)
enM+(z)

= Ψ
(Mei)
− ((ρn)θ+1z)

(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)
N−(z)−1enM−(z)

×
((

0 en(m1,+(z)−m0,−(z))

en(m0,+(z)−m1,−(z)) 0

)
⊕ Iθ−1

)
= Ψ

(Mei)
− ((ρn)θ+1z)

(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)
N−(z)−1enM−(z)

((
0 1
1 0

)
⊕ Iθ−1

)
, (3.123)

where we have made use of (2.13) and the fact that g̃+(0) = g̃−(0) + 2πi (see (2.11)) in the last
step. A combination of the above formula and (3.117) shows that

P
(0)
+ (z) = P

(0)
− (z)

((
0 1
1 0

)
⊕ Iθ−1

)
, z ∈ (0, rθn), (3.124)

as required.
To show the large n asymptotics of P(0) on the boundary of the disc, we observe from

Proposition 3.14 that for z ∈ ∂D(0, rθn),

enM(z)e−Λ((ρn)θ+1z) = I +O(n−
1

2θ+1 ), (3.125)
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and(
(ρn)−

θ+1
θ

(α+1−θ) ⊕ Iθ
)

Ξ((ρn)θ+1z)N(z)−1 =√
(1 + θ)/θc

θ−2(α+1)
2(1+θ) e(

α+3/2
1+θ

− 2(α+1)
θ

+ 1
2

)πiz
α+1
θ
−α+3/2

1+θ (I +O(n−
2θ

2θ+1 )), (3.126)

where the functions Λ and Ξ are defined in (3.66) and (3.67), respectively. Since |nθ+1z| =

n
θ+1
2θ+1 → +∞ if z ∈ ∂D(0, rθn) and n → +∞, we then obtain (3.119) by combining (3.64),

(3.125) and (3.126).

With P(0) given in (3.117), we next define

P (0)(z) = Ω−1
± Υ(z)−1P(0)(z), z ∈ C±. (3.127)

In view of (3.83), (3.127) and Proposition 3.15, the following RH problem for P (0) is then
immediate.

RH problem 3.16.

(1) P (0)(z) is analytic in D(0, rθn) \ (R ∪ iR).

(2) For z ∈ D(0, rθn) ∩ (R ∪ iR), we have

P
(0)
+ (z) =


P

(0)
− (z)JU (z), z ∈ (0, irθn) ∪ (0,−irθn),((

0 1

1 0

)
⊕ Iθ−1

)
P

(0)
− (z)JU (z), z ∈ (0, rθn),

M−1
cyclicP

(0)
− (z)JU (z), z ∈ (−rθn, 0),

(3.128)

where JU (z) is defined in (3.54).

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

P (0)(z) = I +O(n−
1

2θ+1 ). (3.129)

Finally, as in the definition of V (b) in (3.46), we set

V (0)(z) = U(z)P (0)(z)−1, z ∈ D(0, rθn) \ (R ∪ iR), (3.130)

where U is the solution of the RH problem 3.11, and the following proposition holds.

Proposition 3.17. The function V (0)(z) defined in (3.130) has the following properties.

(1) V (0) = (V
(0)

0 , V
(0)

1 , . . . , V
(0)
θ ) is analytic in D(0, rθn) \ R, or equivalently, its definition can

be analytically extended onto (0, irθn) ∪ (−irθn, 0).

(2) For z ∈ (−rθn, rθn) \ {0}, we have

V
(0)

+ (z) = V
(0)
− (z)


(

0 1

1 0

)
⊕ Iθ−1, z ∈ (0, rθn),

M−1
cyclic, z ∈ (−rθn, 0).

(3.131)

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

V (0)(z) = U(z)(I +O(n−
1

2θ+1 )). (3.132)
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(4) As z → 0, we have

V
(0)
k (z) = O(1), k = 0, 1, . . . , θ. (3.133)

Proof. Since it is straightforward to see items (1)–(3) with the aid of the RH problems for U
and P (0), it remains to check the local behaviour of V (0) near the origin. By (3.130) and (3.127),
we have

V (0)(z) = U(z)P (0)(z)−1 = U(z)P(0)(z)−1Υ(z)Ω±, z ∈ C±. (3.134)

It is readily seen from (3.117), item (5) of the RH problem 3.13 for Ψ(Mei) and Proposition 3.14
that each entry of P(0)(z)−1 blows up at most as a power function near the origin. Furthermore,
let P(0)(z)−1 = ((P(0)(z)−1)kj)

θ
k,j=0, if z → 0 from the sector arg z ∈ (π2 , π) ∪ (−π,−π

2 ), one has

(P(0)(z)−1)0j = O(z
α+3/2
θ+1

−1), (P(0)(z)−1)kj =


O(z

α+3/2
θ+1

−α
θ
−1), α > 0,

O(z
3/2
θ+1
−1 log z), α = 0,

O(z
α+3/2
θ+1

−1), α ∈ (−1, 0),

(3.135)

for k = 1, . . . , θ, and j = 0, 1, . . . , θ. This, together with the local behaviour of U indicated in
item (3) of the RH problem 3.11, implies that each entry of U(z)P(0)(z)−1 again blows up at
most like a power function as z → 0 and for all entries,

U(z)P(0)(z)−1 =


O(z

1
θ
−1), α > 0,

O(z
1
θ
−1 log z), α = 0,

O(z
α+1
θ
−1), α ∈ (−1, 0),

(3.136)

if z → 0 with arg z ∈ (π2 , π) ∪ (−π,−π
2 ). Note that since both U and P(0) satisfy the same

jump condition on D(0, rθn)∩ (R∪ iR), it follows that U(z)P(0)(z)−1 is analytic in D(0, rθn)\{0}.
A further appeal to (3.136) shows that 0 is a removable singular point, and U(z)P(0)(z)−1 is
actually analytic in D(0, rθn). We then obtain (3.133) by combining this fact with (3.134), (3.65)
and (3.68).

3.7 Final transformation

The usual final transformation in the RH analysis consists of constructing a matrix-valued
function tending to the identity matrix as n → ∞. Following the same spirit, we will build a
vector-valued function R(z) = (R1(z), R2(z)) with the aid of the functions Q(z), V (b)(z) and
V (0)(z), where R1 and R2 are defined in C and Hθ, respectively. An essential difference here is
that, instead of working on R(z) directly, we will eventually show that a single complex-valued
function R(s) defined via R(z) and the mapping z = Jc(s) tends to 1 as n→∞.

To state the definition of R(z), we first introduce some contours and domains. Recall the
two open disks D(0, rn) with rn given in (3.116) and D(b, ε), we set

ΣR := [0, b] ∪ [b+ ε,∞) ∪ ∂D(0, rn) ∪ ∂D(b, ε) ∪ ΣR
1 ∪ ΣR

2 , (3.137)

where
ΣR
i := Σi \ {D(0, rn) ∪D(b, ε)}, i = 1, 2; (3.138)

see Figure 6 for an illustration. We also divide the open disk D(0, rn) into θ parts by setting

Wk := {z ∈ D(0, rn) \ {0} | arg z ∈ (
(2k − 3)π

θ
,
(2k − 1)π

θ
)}, k = 1, . . . , θ; (3.139)
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Figure 6: Contour ΣR

W1

W2

W3

Figure 7: Schematic figures of
W1, . . . ,Wθ. (θ = 3 for instance.)

see Figure 7 for an illustration (with θ = 3). It is clear that W1 can also be regarded as a subset
of Hθ, and each Wk has a outer boundary

Γk := {z ∈ ∂D(0, rn) | arg z ∈ (
(2k − 3)π

θ
,
(2k − 1)π

θ
)}, k = 1, . . . , θ. (3.140)

We then define a 1 × 2 vector-valued function R(z) = (R1(z), R2(z)) such that R1(z) is
analytic in C \ ΣR and R2(z) is analytic in Hθ \ ΣR, as follows:

R1(z) =


Q1(z), z ∈ C \ {D(b, ε) ∪D(0, rn) ∪ ΣR},
V

(b)
1 (z), z ∈ D(b, ε) \ [b− ε, b],
V

(0)
1 (zθ), z ∈W1 \ [0, rn],

V
(0)
k (zθ), z ∈Wk, k = 2, . . . , θ,

(3.141)

R2(z) =


Q2(z), z ∈ Hθ \ {D(b, ε) ∪D(0, rn) ∪ ΣR},
V

(b)
2 (z), z ∈ D(b, ε) \ [b− ε, b],
V

(0)
0 (zθ), z ∈W1 \ [0, rn],

(3.142)

where ΣR and Wk, k = 1, . . . , θ, are defined in (3.137) and (3.139), respectively. In view of the
RH problems 3.7, 3.10 for Q, V (b), and the RH problem for V (0) given in Proposition 3.17, it is
straightforward to check that R satisfies the following RH problem.

RH problem 3.18.

(1) R = (R1, R2) is analytic in (C \ ΣR,Hθ \ ΣR).

(2) R satisfies the following jump conditions:

R+(z) = R−(z)


JQ(z), z ∈ ΣR

1 ∪ ΣR
2 ∪ (b+ ε,+∞),

P (b)(z), z ∈ ∂D(b, ε),(
0 1

1 0

)
, z ∈ (0, b) \ {rn, b− ε},

(3.143)

where JQ(z) and P (b)(z) are defined in (3.31) and (3.42), respectively; with Γ1 defined in
(3.140), we have for z ∈ Γ1,

R2,+(z) = R2,−(z)P
(0)
00 (zθ) +

θ∑
j=1

R1,−(e
2(j−1)πi

θ z)P
(0)
j0 (zθ), arg z 6= 0,± π

2θ
, (3.144)
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and for k = 1, . . . , θ,

R1,+(e
2(k−1)πi

θ z) = R2,−(z)P
(0)
0k (zθ) +

θ∑
j=1

R1,−(e
2(j−1)πi

θ z)P
(0)
jk (zθ), (3.145)

where P (0)(z) = (P
(0)
jk (z))θj,k=0 defined in (3.127) is the solution of the RH problem 3.16.

The orientations of the curves in ΣR are shown in Figure 6, and the orientations of the
circles ∂D(0, rn) and ∂D(b, ε) are particularly taken in a clockwise manner.

(3) As z →∞ in C, R1 behaves as R1(z) = 1 +O(z−1).

(4) As z →∞ in Hθ, R2 behaves as R2(z) = O(1).

(5) As z → b or z → 0, we have R1(z) = O(1) and R2(z) = O(1).

(6) For x > 0, we have the boundary condition R2(eπi/θx) = R2(e−πi/θx).

It is readily seen from (3.144) and (3.145) that the boundary value of R on ∂D(0, rn), or
equivalently on each of the arcs Γi, i = 1, . . . , θ, defined in (3.140) also depends on its values
on the other arcs. Hence, we call these jump conditions ‘shifted’ jump conditions, and the RH
problem for R a shifted RH problem, following the convention in [34].

Similar to the idea used in the construction of global parametrix, to estimate R for large n,
we now transform the RH problem for R to a scalar one on the complex s-plane by defining

R(s) =

{
R1(Jc(s)), s ∈ C \D and s /∈ I1(ΣR),

R2(Jc(s)), s ∈ D \ [−1, 0] and s /∈ I2(ΣR),
(3.146)

where recall that D is the region bounded by the curve γ = γ1 ∪ γ2, I1 : C \ [0, b]→ C \D and
I2 : Hθ \ [0, b]→ D are defined in (3.21) and (3.22), respectively.

We are now at the stage of describing the RH problem for R. For that purpose, we define

ΣΣΣ (1) := I1(ΣR
1 ∪ ΣR

2 ) ⊆ C \D, ΣΣΣ (1′) := I2(ΣR
1 ∪ ΣR

2 ) ⊆ D,
ΣΣΣ (2) := I1((b+ ε,+∞)) ⊆ C \D, ΣΣΣ (2′) := I2((b+ ε,+∞)) ⊆ D,
ΣΣΣ (3) := I1(∂D(b, ε)) ⊆ C \D, ΣΣΣ (3′) := I2(∂D(b, ε)) ⊆ D,
ΣΣΣ (4) := I2(Γ1) ⊆ D, ΣΣΣ

(5)
k := I1(Γk) ⊆ C \D, k = 1, . . . , θ,

(3.147)

and set

ΣΣΣ = ΣΣΣ (1) ∪ΣΣΣ (2′) ∪ΣΣΣ (3) ∪ΣΣΣ (3′) ∪ΣΣΣ (4) ∪
θ⋃

k=1

ΣΣΣ
(5)
k , (3.148)

which is the union of the solid and the dotted curves in Figure 8. We also define the following
functions on each curve constituting ΣΣΣ :

JΣΣΣ (1)(s) =
θP

(∞)
2 (z)

zα+1−θP
(∞)
1 (z)

e−nφ(z), s ∈ ΣΣΣ (1), (3.149)

where z = Jc(s) ∈ ΣR
1 ∪ ΣR

2 ,

JΣΣΣ (2′)(s) =
zα+1−θP

(∞)
1 (z)

θP
(∞)
2 (z)

enφ(z), s ∈ ΣΣΣ (2′), (3.150)

35



where z = Jc(s) ∈ (b+ ε,+∞),

J1
ΣΣΣ (3)(s) = P

(b)
11 (z)− 1, J2

ΣΣΣ (3)(s) = P
(b)
21 (z), s ∈ ΣΣΣ (3), (3.151)

where z = Jc(s) ∈ ∂D(b, ε),

J1
ΣΣΣ (3′)(s) = P

(b)
22 (z)− 1, J2

ΣΣΣ (3′)(s) = P
(b)
12 (z), s ∈ ΣΣΣ (3′), (3.152)

where z = Jc(s) ∈ ∂D(b, ε),

J0
ΣΣΣ (4)(s) = P

(0)
00 (zθ)− 1, J j

ΣΣΣ (4)(s) = P
(0)
j0 (zθ), s ∈ ΣΣΣ (4), (3.153)

where z = Jc(s) ∈ Γ1 and j = 1, . . . , θ,

Jk
ΣΣΣ

(5)
k

(s) = P
(0)
kk (zθ)− 1, J j

ΣΣΣ
(5)
k

(s) = P
(0)
jk (zθ), j 6= k, s ∈ ΣΣΣ

(5)
k , (3.154)

where z = Jc(s) ∈ Γk, k = 1, . . . , θ, and j = 0, 1, . . . , θ. In (3.151) and (3.152), P (b)(z) =

(P
(b)
jk (z))2

j,k=1 is defined in (3.42). With the aid of these functions, we further define an operator
∆ΣΣΣ that acts on functions defined on ΣΣΣ by

∆ΣΣΣf(s) =



JΣΣΣ (1)(s)f(s̃), s ∈ ΣΣΣ (1) and s̃ = I2(Jc(s)),

JΣΣΣ (2′)(s)f(s̃), s ∈ ΣΣΣ (2′) and s̃ = I1(Jc(s)),

J1
ΣΣΣ (3)(s)f(s) + J2

ΣΣΣ (3)(s)f(s̃), s ∈ ΣΣΣ (3) and s̃ = I2(Jc(s)),

J1
ΣΣΣ (3′)(s)f(s) + J2

ΣΣΣ (3′)(s)f(s̃), s ∈ ΣΣΣ (3′) and s̃ = I1(Jc(s)),

J0
ΣΣΣ (4)(s)f(s) +

θ∑
j=1

J j
ΣΣΣ (4)(s)f(s̃j), s ∈ ΣΣΣ (4) and s̃j = I1(Jc(s)e

2(j−1)πi
θ ) ∈ I1(Γj),

θ∑
j=0

J j
ΣΣΣ

(5)
k

(s)f(s̃j), s ∈ ΣΣΣ
(5)
k and s̃0 = I2(Jc(s)e

2(1−k)πi
θ ) ∈ D,

s̃j = I1(Jc(s)e
2(j−k)πi

θ ) ∈ I1(Γj) ⊆ C \D
for j = 1, . . . , θ, such that s̃k = s,

(3.155)
where f is a complex-valued function defined on ΣΣΣ . Hence, we can define a scalar shifted RH
problem as follows.

RH problem 3.19.

(1) R(s) is analytic in C \ΣΣΣ, where the contour ΣΣΣ is defined in (3.148).

(2) For s ∈ ΣΣΣ, we have
R+(s)−R−(s) = ∆ΣΣΣR−(s), (3.156)

where ∆ΣΣΣ is the operator defined in (3.155).

(3) As s→∞, we have
R(s) = 1 +O(s−1). (3.157)

(4) As s→ 0, we have R(s) = O(1).

We then have the following proposition about the solution of the above RH problem.

Proposition 3.20. The function R(s) defined in (3.146) is the unique solution of the RH
problem 3.19 after trivial analytical extension.
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Figure 8: The solid and the dotted curves are contour ΣΣΣ for the RH problem for R. (The solid

and dashed curves are ω(Σ̃ΣΣ ) where Σ̃ΣΣ is for the RH problem for R̃.)

Proof. First, we assume that R is defined by (3.146). It is clear that R is analytic in C \
{[−1, 0] ∪ I1(ΣR) ∪ I2(ΣR)}. It comes out that the jumps of R on some of these curves are

trivial. If s ∈ (−1, 0), the image of Jc,±(s) is the ray re∓
πi
θ with r > 0; cf. Figure 1. Hence, by

item (8) of the RH problem 3.7 for Q and the fact that V
(0)

0,+(x) = V
(0)

0,−(x) for x ∈ (−rθn, 0) (see
(3.131)), we obtain from (3.142) and (3.146) that R+(s) = R−(s) for s ∈ (−1, 0). Similarly, by
(3.143), it is straightforward to check that R+(s) = R−(s) for s ∈ γ∪ΣΣΣ (1′)∪ΣΣΣ (2)\{1, sb}, where
the curves ΣΣΣ (1′) and ΣΣΣ (2) are defined in (3.147). Hence, R is analytic in C \ (ΣΣΣ ∪ {−1, sb}).
Since Jc(−1) = 0 and Jc(sb) = b, we further conclude from item (5) of the RH problem 3.18 for
R that −1 and sb are removable singular points, and R defined by (3.146) is actually analytic
in C \ΣΣΣ after trivial analytical extension. The remaining items (2)–(4) of the RH problem 3.19
follow directly by combining (3.146) and items (2)–(4) of the RH problem 3.18 for R. Thus, we
have proved that the function R(s) defined in (3.146) solves the RH problem 3.19.

To show the uniqueness of the RH problem 3.19, let R̂(s) be a solution in place of R.
By reversing the transformations S → Q → R → R, we obtain, after some trivial analytic
continuation, a vector-valued function Ŝ(z) = (Ŝ1(z), Ŝ2(z)) defined in (C \ Σ,Hθ \ Σ) from
R̂(s). It can be checked that Ŝ(z) satisfies the RH problem 3.2 for S but with item (6) therein
replaced by S1(z) = O((z − b)−1/4) and S2(z) = O((z − b)−1/4). In view of Proposition 3.3,
Ŝ still solves the RH problem 3.2 for S uniquely. Since all the transforms S → Q → R → R
are reversible, we have that the RH problem 3.19 has a unique solution, which is given in
(3.146).

Finally, we show that R(s) → 1 as n → ∞, using the strategy proposed in [22]. We start
with the claim that R satisfies the integral equation

R(s) = 1 + C(∆ΣΣΣR−)(s), (3.158)

where

Cg(s) =
1

2πi

∫
ΣΣΣ

g(ξ)

ξ − sdξ, s ∈ C \ΣΣΣ , (3.159)

is the Cauchy transform of a function g. Indeed, on account of Proposition 3.20, it suffices to
show that the right-hand side of (3.158) satisfies the RH problem for R and the verification is
straightforward. As a consequence of (3.158), it is readily seen that

R(s)− 1 =
1

2πi

∫
ΣΣΣ

∆ΣΣΣ (R− − 1)(ξ)

ξ − s dξ +
1

2πi

∫
ΣΣΣ

∆ΣΣΣ (1)(ξ)

ξ − s dξ, s ∈ C \ΣΣΣ . (3.160)
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To estimate the two terms on the right-hand side of the above formula, we need the following
estimate of the operator ∆ΣΣΣ .

Proposition 3.21. Let ∆ΣΣΣ : L2(ΣΣΣ )→ L2(ΣΣΣ ) be the operator defined in (3.155). There exits a
constant MΣΣΣ > 0 such that

‖∆ΣΣΣ‖L2(ΣΣΣ) ≤MΣΣΣn
− 1

2θ+1 , (3.161)

if n is large enough.

Proof. From (3.155), it follows that

‖∆ΣΣΣf‖L2(ΣΣΣ)

≤ ‖JΣΣΣ (1)(s)f(I2(Jc(s)))‖L2(ΣΣΣ (1)) + ‖JΣΣΣ (2′)(s)f(I1(Jc(s)))‖L2(ΣΣΣ (2′))

+ ‖J1
ΣΣΣ (3)(s)f(s) + J2

ΣΣΣ (3)(s)f(I2(Jc(s)))‖L2(ΣΣΣ (3))

+ ‖J1
ΣΣΣ (3′)(s)f(s) + J2

ΣΣΣ (3′)(s)f(I1(Jc(s)))‖L2(ΣΣΣ (3′))

+ ‖J0
ΣΣΣ (4)(s)f(s) +

θ∑
j=1

J j
ΣΣΣ (4)(s)f(I1(Jc(s)e

2(j−1)πi
θ ))‖L2(ΣΣΣ (4))

+

θ∑
k=1

‖J0

ΣΣΣ
(5)
k

(s)f(I2(Jc(s)e
2(1−k)πi

θ )) +
θ∑
j=1

J j
ΣΣΣ

(5)
k

(s)f(I1(Jc(s)e
2(j−k)πi

θ ))‖
L2(ΣΣΣ

(5)
k )

≤ max
s∈ΣΣΣ (1)

|JΣΣΣ (1)(s)| · ‖f(I2(Jc(s)))‖L2(ΣΣΣ (1)) + max
s∈ΣΣΣ (2′)

|JΣΣΣ (2′)(s)| · ‖f(I1(Jc(s)))‖L2(ΣΣΣ (2′))

+ max
s∈ΣΣΣ (3)

|J1
ΣΣΣ (3)(s)| · ‖f(s)‖L2(ΣΣΣ (3)) + max

s∈ΣΣΣ (3)
|J2

ΣΣΣ (3)(s)| · ‖f(I2(Jc(s)))‖L2(ΣΣΣ (3))

+ max
s∈ΣΣΣ (3′)

|J1
ΣΣΣ (3′)(s)| · ‖f(s)‖L2(ΣΣΣ (3′)) + max

s∈ΣΣΣ (3′)
|J2

ΣΣΣ (3′)(s)| · ‖f(I1(Jc(s)))‖L2(ΣΣΣ (3′))

+ max
s∈ΣΣΣ (4)

|J0
ΣΣΣ (4)(s)| · ‖f(s)‖L2(ΣΣΣ (4)) +

θ∑
j=1

max
s∈ΣΣΣ (4)

|J j
ΣΣΣ (4)(s)| · ‖f(I1(Jc(s)e

2(j−1)πi
θ ))‖L2(ΣΣΣ (4))

+

θ∑
k=1

 max
s∈ΣΣΣ (5)

k

|J0

ΣΣΣ
(5)
k

(s)| · ‖f(I2(Jc(s)e
2(1−k)πi

θ ))‖
L2(ΣΣΣ

(5)
k )

+

θ∑
j=1

max
s∈ΣΣΣ (5)

k

|J j
ΣΣΣ

(5)
k

(s)| · ‖f(I1(Jc(s)e
2(j−k)πi

θ ))‖
L2(ΣΣΣ

(5)
k )

 . (3.162)

We next estimate the factors max | · | in (3.162) for large n. From (3.151)–(3.154), (3.129)
and item (4) of the RH problem 3.9 for P (b), it is readily seen that

max
s∈ΣΣΣ (5)

k

|J j
ΣΣΣ

(5)
k

(s)| = O(n−
1

2θ+1 ), j = 0, 1, . . . , θ, k = 1, . . . , θ, (3.163)

max
s∈ΣΣΣ (4)

|J j
ΣΣΣ (4)(s)| = O(n−

1
2θ+1 ), j = 0, 1, . . . , θ, (3.164)

max
s∈ΣΣΣ (i)

|J j
ΣΣΣ (i)(s)| = O(n−1), j = 1, 2, i = 3, 3′, (3.165)

if n is large enough. To estimate maxs∈ΣΣΣ (1) |JΣΣΣ (1)(s)| and maxs∈ΣΣΣ (2′) |JΣΣΣ (2′)(s)|, we observe from
(2.7) and (3.12) that

|e−nφ(z)| ≤ e−c′n|z|
θ

1+θ
, z ∈ ΣR

1 ∪ ΣR
2 , (3.166)
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and from (3.5) and (2.14) that

φ(z) < −c′′, z ∈ (b+ ε,+∞), (3.167)

where ΣR
i , i = 1, 2, is defined in (3.138) and c′, c′′ are two positive constants. These estimates,

together with (3.149) and (3.150), shows that

max
s∈ΣΣΣ (1)

|JΣΣΣ (1)(s)| = O(e−c
′n

1
2θ+1

), max
s∈ΣΣΣ (2′)

|JΣΣΣ (2′)(s)| = O(e−c
′′n), (3.168)

for large n.
Finally, a combination of (3.168), (3.163)–(3.165) and (3.162) gives us

‖∆ΣΣΣf‖L2(ΣΣΣ) ≤MΣΣΣn
− 1

2θ+1 ‖f‖L2(ΣΣΣ), (3.169)

for some positive constant MΣΣΣ and large n, which implies (3.161).

By taking the limit where s approaches the minus side of ΣΣΣ , we obtain from (3.160) that

R−(s)− 1 = C∆ΣΣΣ
(R− − 1)(s) + C−(∆ΣΣΣ (1))(s), (3.170)

where

C∆ΣΣΣ
f(s) = C−(∆ΣΣΣ (f))(s), C−g(s) =

1

2πi
lim
s′→s−

∫
ΣΣΣ

g(ξ)

ξ − s′dξ, (3.171)

and the limit s′ → s− is taken when approaching the contour from the minus side. Since the
Cauchy operator C− is bounded, we see from Proposition 3.21 that the operator norm of C∆ΣΣΣ

is also uniformly O(n−
1

2θ+1 ) as n → ∞. Hence, if n is large enough, the operator 1 − C∆ΣΣΣ
is

invertible, and we could rewrite (3.170) as

R−(s)− 1 = (1− C∆ΣΣΣ
)−1(C−(∆ΣΣΣ (1)))(s). (3.172)

As one can check directly that

‖∆ΣΣΣ (1)‖L2(ΣΣΣ) = O(n−
θ+1
2θ+1 ), (3.173)

combining the above two formulas gives us

‖R− − 1‖L2(ΣΣΣ) = O(n−
θ+1
2θ+1 ). (3.174)

By (3.147), (3.26) and (3.27), it is readily seen that the radius of the circle ΣΣΣ (4) ∪⋃θ
k=1 ΣΣΣ

(5)
k

around −1 is of the order r
θ/(1+θ)
n . Suppose |s + 1| < εr

θ/(1+θ)
n , where ε > 0 is small enough

so that s is within the circle around −1, we then obtain from (3.160), (3.173), (3.174) and the
Cauchy-Schwarz inequality that

|R(s)− 1| ≤ 1

2π

(
‖∆ΣΣΣ (R− − 1)‖L2(ΣΣΣ) + ‖∆ΣΣΣ (1)‖L2(ΣΣΣ)

)
· ‖ 1

ξ − s‖L2(ΣΣΣ)

≤ 1

2π

(
O(n−

θ+2
2θ+1 ) +O(n−

θ+1
2θ+1 )

)
· O(n

θ
2θ+1 ) = O(n−

1
2θ+1 ).

(3.175)

It is easily seen that the above estimate is also valid for |s| < ε. As a consequence, we conclude
the following lemma.

Lemma 3.22. As n→∞, we have

R(s) = 1 +O(n−
1

2θ+1 ), (3.176)

uniformly for |s+ 1| < εr
θ/(1+θ)
n or |s| < ε, where ε is a small positive constant and rn is given

in (3.116).

We note that the estimate (3.176) actually holds uniformly for s ∈ C \ΣΣΣ , but do not pursue
this generalization here.
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4 Asymptotic analysis of the RH problem for Ỹ

We now perform the asymptotic analysis of the RH problem 2.3 for Ỹ , which characterizes the
polynomials qn. Again, the analysis involves a series of explicit, invertible transformations, and
end up with a small-norm shifted RH problem. To emphasize the analogies with the previous
section, we will use the notations T̃ , S̃, . . ., for the counter parts of the functions T, S, . . ., used
before.

4.1 First transformation: Ỹ → T̃

Recall the g-functions given in (1.10) and (1.11), we define

T̃ (z) = e−
n`
2 Ỹ (z)

(
e−ng̃(z) 0

0 eng(z)

)
e
n`
2
σ3 = (Ỹ1(z)e−ng̃(z), Ỹ2(z)en(g(z)−`)), (4.1)

where the constant ` is the same as that in (1.6). It is then readily seen that T̃ satisfies the
following RH problem.

RH problem 4.1.

(1) T̃ = (T̃1, T̃2) is analytic in (Hθ \ [0, b],C \ [0,∞)).

(2) For x > 0, we have
T̃+(x) = T̃−(x)J

T̃
(x), (4.2)

where

J
T̃

(x) =

(
en(g̃−(x)−g̃+(x)) xαen(g+(x)+g̃−(x)−V (x)−`)

0 en(g+(x)−g−(x))

)
. (4.3)

(3) As z →∞ in Hθ, T̃1 behaves as T̃1(z) = 1 +O(z−θ).

(4) As z →∞ in C, T̃2 behaves as T̃2(z) = O(z−1).

(5) As z → 0 in C or Hθ, T̃ has the same behaviour as Ỹ .

(6) As z → b, we have T̃1(z) = O(1) and T̃2(z) = O(1).

(7) For x > 0, we have the boundary condition T̃1(eπi/θx) = T̃1(e−πi/θx).

4.2 Second transformation: T̃ → S̃

From (2.13), we have, like (3.4), the following factorization of J
T̃

:

J
T̃

(x) =

(
1 0

x−αe−nφ−(x) 1

)(
0 xα

−x−α 0

)(
1 0

x−αe−nφ+(x) 1

)
, x ∈ (0, b), (4.4)

where φ is defined in (3.5). By opening lens around (0, b) as shown in Figure 2, we define

S̃(z) =



T̃ (z), z outside the lens,

T̃ (z)

(
1 0

z−αe−nφ(z) 1

)
, z in the lower part of the lens,

T̃ (z)

(
1 0

−z−αe−nφ(z) 1

)
, z in the upper part of the lens.

(4.5)

We then have that S̃ solves the following RH problem.
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RH problem 4.2.

(1) S̃ = (S̃1, S̃2) is analytic in (Hθ \ Σ,C \ Σ), where the contour Σ is defined in (3.7).

(2) For z ∈ Σ, we have
S̃+(z) = S̃−(z)J

S̃
(z), (4.6)

where

J
S̃

(z) =



(
1 0

z−αe−nφ(z) 1

)
, z ∈ Σ1 ∪ Σ2,(

0 zα

−z−α 0

)
, z ∈ (0, b),(

1 zαenφ(z)

0 1

)
, z ∈ (b,+∞).

(4.7)

(3) As z →∞ in C or Hθ, S̃ has the same behaviour as T̃ .

(4) As z → 0 in Hθ \ Σ, we have

S̃1(z) =


O(z−α), α > 0 and z inside the lens,

O(log z), α = 0 and z inside the lens,

O(1), z outside the lens or α < 0.

(4.8)

(5) As z → 0 in C \ Σ, we have

S̃2(z) =


O(1), α > 0,

O(log z), α = 0,

O(zα), α < 0.

(4.9)

(6) As z → b, we have S̃1(z) = O(1) and S̃2(z) = O(1).

(7) For x > 0, we have the boundary condition S̃1(eπi/θx) = S̃1(e−πi/θx).

Analogous to Proposition 3.3, we have the following proposition. Since the proof is similar,
we omit the details here.

Proposition 4.3. The solution of RH problem 4.2 is unique, even if item (6) therein is replaced
by the weaker condition that S̃1(z) = O((z − b)−1/4) and S̃2(z) = O((z − b)−1/4) as z → b.

4.3 Construction of the global parametrix

Like the RH problem 3.2 for S, it is easily seen that the jump matrix J
S̃

of S̃ tends to the
identity matrix uniformly as n→∞, except for z in a small neighbourhood around [0, b]. This
leads us to consider the following RH problem.

RH problem 4.4.

(1) P̃ (∞) = (P̃
(∞)
1 , P̃

(∞)
2 ) is analytic in (Hθ \ [0, b],C \ [0, b]).

(2) For x ∈ (0, b), we have

P̃
(∞)
+ (x) = P̃

(∞)
− (x)

(
0 xα

−x−α 0

)
. (4.10)
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(3) As z →∞ in Hθ, P̃
(∞)
1 behaves as P̃

(∞)
1 (z) = 1 +O(z−θ).

(4) As z →∞ in C, P̃
(∞)
2 behaves as P̃

(∞)
2 (z) = O(z−1).

(5) For x > 0, we have the boundary condition P̃
(∞)
1 (eπi/θx) = P̃

(∞)
1 (e−πi/θx).

As in the construction of P (∞) in Section 3.3, we will solve the above RH problem with the
aid of the function

P̃(s) :=

{
P̃

(∞)
2 (Jc(s)), s ∈ C \D,

P̃
(∞)
1 (Jc(s)), s ∈ D \ [−1, 0],

(4.11)

where recall that Jc is defined in (2.1) and D is the region bounded by the curves γ1 and

γ2. Since the function P̃
(∞)
1 satisfies the boundary condition indicated in item (5) of the RH

problem 4.4, it is readily seen from the mapping properties of Jc that P̃ satisfies the following
RH problem.

RH problem 4.5.

(1) P̃ is analytic in C \ γ.

(2) For s ∈ γ, we have
P̃+(s) = P̃−(s)JP̃(s), (4.12)

where

JP̃(s) =

{
cα(s+ 1)α

(
s+1
s

)α
θ , s ∈ γ1,

−c−α(s+ 1)−α
(
s+1
s

)−α
θ , s ∈ γ2,

(4.13)

with c being the constant given in (2.1)

(3) As s→∞, we have P̃(s) = O(s−1).

(4) As s→ 0, we have P̃(s) = 1 +O(s).

A solution P̃ to the above RH problem is explicitly given by

P̃(s) =


cα
√
sbi√

(s+1)(s−sb)

(
s+1
s

)α
θ , s ∈ C \D,

√
sbi√

(s+1)(s−sb)
(s+ 1)−α, s ∈ D,

(4.14)

where sb = 1/θ, the branch cuts of
√

(s+ 1)(s− sb),
(
s+1
s

) θ−α−1
θ and (s + 1)α+1−θ are taken

along γ2, [−1, 0] and (−∞,−1], respectively. Hence, in view of (4.11), we obtain the following
solution to the RH problem 4.4 for P̃ (∞):

P̃
(∞)
1 (z) = P̃(I2(z)), z ∈ Hθ \ [0, b], (4.15)

P̃
(∞)
2 (z) = P̃(I1(z)), z ∈ C \ [0, b], (4.16)

where P̃ is given in (4.14), I1 and I2 are the two inverses of two branches of the mapping Jc
defined in (3.21) and (3.22), respectively. Again, we note that the RH problem 4.4 admits more
than one solution and the one relevant to the present work is given by (4.15) and (4.16). We
conclude this section with its local behaviours at z = 0 and z = b for later use.
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Proposition 4.6. With P̃ (∞)(z) = (P̃
(∞)
1 (z), P̃

(∞)
2 (z)) defined in (4.15) and (4.16), we have,

as z → 0,

P̃
(∞)
1 (z) =


c
(α+1/2)θ

1+θ√
1+θ

e
α+1/2
1+θ

πiz−
(α+1/2)θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (0, πθ ),

c
(α+1/2)θ

1+θ√
1+θ

e−
α+1/2
1+θ

πiz−
(α+1/2)θ

1+θ (1 +O(z
θ

1+θ )), arg z ∈ (−π
θ , 0),

(4.17)

P̃
(∞)
2 (z) =


c
(α+1/2)θ

1+θ√
1+θ

e−
α+1/2
1+θ

πiz
2α−θ
2(1+θ) (1 +O(z

θ
1+θ )), arg z ∈ (0, π),

− c
(α+1/2)θ

1+θ√
1+θ

e
α+1/2
1+θ

πiz
2α−θ
2(1+θ) (1 +O(z

θ
1+θ )), arg z ∈ (−π, 0),

(4.18)

and as z → b,

P̃
(∞)
i (z) = O((z − b)− 1

4 ), i = 1, 2. (4.19)

Proof. From (4.14), it is easily seen that

P̃(s) =



O(|s− sb|−
1
2 ), s→ sb,√

1
1+θ (s+ 1)−α−

1
2 (1 +O(s+ 1)), s→ −1 from D,

cα
√

1
1+θ (s+ 1)

α
θ
− 1

2 e−
απi
θ (1 +O(s+ 1)), s→ −1 from C+ \D,

−cα
√

1
1+θ (s+ 1)

α
θ
− 1

2 e
απi
θ (1 +O(s+ 1)), s→ −1 from C− \D,

Combining the above formula with (3.26), (3.27), (4.15) and (4.16) gives us (4.17)–(4.19).

4.4 Third transformation: S̃ → Q̃

Like the transformation defined in (3.29), the third transformation is defined by

Q̃(z) = (Q̃1(z), Q̃2(z)) =

(
S̃1(z)

P̃
(∞)
1 (z)

,
S̃2(z)

P̃
(∞)
2 (z)

)
. (4.20)

In view of the RH problems 4.2 and 4.4 for S̃ and P̃ (∞), it is then straightforward to check that,
with the aid of Proposition 4.6, Q̃ satisfies the following RH problem.

RH problem 4.7.

(1) Q̃ = (Q̃1, Q̃2) is analytic in (Hθ \ Σ,C \ Σ), where the contour Σ is given in (3.7).

(2) For z ∈ Σ, we have
Q̃+(z) = Q̃−(z)J

Q̃
(z), (4.21)

where

J
Q̃

(z) =



 1 0
P̃

(∞)
2 (z)

P̃
(∞)
1 (z)

z−αe−nφ(z) 1

 , z ∈ Σ1 ∪ Σ2,(
0 1

1 0

)
, z ∈ (0, b),1

P̃
(∞)
1 (z)

P̃
(∞)
2 (z)

zαenφ(z)

0 1

 , z ∈ (b,+∞).

(4.22)

(3) As z →∞ in Hθ, Q̃1 behaves as Q̃1(z) = 1 +O(z−θ).
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(4) As z →∞ in C, Q̃2 behaves as Q̃2(z) = O(1).

(5) As z → 0 in Hθ \ Σ, we have

Q̃1(z) =


O(z

θ−2α
2(1+θ) ), α > 0 and z inside the lens,

O(z
θ/2
1+θ log z), α = 0 and z inside the lens,

O(z
(α+1/2)θ

1+θ ), z outside the lens or α < 0.

(4.23)

(6) As z → 0 in C \ Σ, we have

Q̃2(z) =


O(z

θ−2α
2(1+θ) ), α > 0,

O(z
θ

2(1+θ) log z), α = 0,

O(z
θ(1+2α)
2(1+θ) ), α < 0.

(4.24)

(7) As z → b, we have Q̃1(z) = O((z − b)1/4) and Q̃2(z) = O((z − b)1/4).

(8) For x > 0, we have the boundary condition Q̃1(eπi/θx) = Q̃1(e−πi/θx).

4.5 Local parametrix around b

Again, due to the non-uniform convergence of J
S̃

near the ending points 0 and b for large n, we
need to build local parametrices around these points. In a similar way as for the construction
of P (b) performed in Section 3.5, we set

P̃ (b)(z) := Ẽ(b)(z)Ψ(Ai)(n
2
3 fb(z))

(
e−

n
2
φ(z)g̃

(b)
1 (z) 0

0 e
n
2
φ(z)g̃

(b)
2 (z)

)
, z ∈ D(b, ε) \ Σ, (4.25)

where Ψ(Ai) is the Airy parametrix, fb(z) is defined in (3.35),

g̃
(b)
1 (z) =

z−
α
2

P̃
(∞)
1 (z)

, g̃
(b)
2 (z) =

z
α
2

P̃
(∞)
2 (z)

, (4.26)

and

Ẽ(b)(z) =
1√
2

(
g̃

(b)
1 (z) 0

0 g̃
(b)
2 (z)

)−1

e
πi
4
σ3

(
1 −1
1 1

)(
n

1
6 fb(z)

1
4 0

0 n−
1
6 fb(z)

− 1
4

)
. (4.27)

The contour Σ satisfies the same condition as required in the construction of P (b). Thus,
analogue to the RH problem 3.9 for P (b), P̃ (b) solves the following RH problem.

RH problem 4.8.

(1) P̃ (b)(z) is analytic in D(b, ε) \ Σ.

(2) For z ∈ Σ ∩D(b, ε), we have

P̃
(b)
+ (z) =


P̃

(b)
− (z)J

Q̃
(z), z ∈ Σ ∩D(b, ε) \ [b− ε, b],(

0 1

1 0

)
P̃

(b)
− (z)J

Q̃
(z), z ∈ (b− ε, b),

(4.28)

where J
Q̃

is defined in (4.22).
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(3) As z → b, we have P̃ (b)(z) = O((z − b)−1/4) and P̃ (b)(z)−1 = O((z − b)−1/4), which are
understood in an entry-wise manner.

(4) For z ∈ ∂D(b, ε), we have, as n→∞, P̃ (b)(z) = I +O(n−1).

Finally, we define

Ṽ (b)(z) = Q̃(z)P̃ (b)(z)−1, z ∈ D(b, ε) \ Σ. (4.29)

It is then easily seen that Ṽ (b) satisfies the following RH problem.

RH problem 4.9.

(1) Ṽ (b) = (Ṽ
(b)

1 , Ṽ
(b)

2 ) is analytic in D(b, ε) \ [b− ε, b].

(2) For z ∈ (b− ε, b), we have

Ṽ
(b)

+ (x) = Ṽ
(b)
− (x)

(
0 1
1 0

)
. (4.30)

(3) As z → b, Ṽ
(b)

1 (z) = O(1) and Ṽ
(b)

2 (z) = O(1).

(4) For z ∈ ∂D(b, ε), we have, as n→∞, Ṽ (b)(z) = Q̃(z)(I +O(n−1)).

4.6 Local parametrix around 0

To construct the local parametrix near the origin, we follow a similar strategy used in Section
3.6 and start with a local conversion of the RH problem for Q̃. Again, we emphasize that θ ∈ N
throughout this subsection.

A local conversion of the RH problem for Q̃

By assuming that Σ1 overlaps with the ray {z ∈ C | arg z = π/(2θ)} and Σ2 overlaps with the
ray {z ∈ C | arg z = −π/(2θ)} for z ∈ D(0, r1/θ) with r being a small positive constant, we
define θ+ 1 functions Ũ0(z), Ũ1(z), . . . , Ũθ(z) for z ∈ D(0, r) with some rays removed as follows:

Ũ0(sθ) = Q̃1(s), arg s ∈ (0,
π

2θ
) ∪ (

π

2θ
,
π

θ
] ∪ (− π

2θ
, 0) ∪ (−π

θ
,− π

2θ
), (4.31)

Ũ1(sθ) = Q̃2(s), arg s ∈ (0,
π

2θ
) ∪ (

π

2θ
,
π

θ
] ∪ (− π

2θ
, 0) ∪ (−π

θ
,− π

2θ
), (4.32)

Ũk(s
θ) = Q̃2(s), arg s ∈ (

(2k − 3)π

θ
,
(2k − 1)π

θ
), k = 2, . . . , θ, (4.33)

or equivalently,

Ũ0(z) = Q̃1(z
1
θ ), z ∈ D(0, r) \ {(−r, r) ∪ (−ir, ir)}, (4.34)

Ũk(z) = Q̃2(z
1
θ e

2(k−1)
θ

πi), z ∈ D(0, r) \ {(−r, r) ∪ (−ir, ir)}, k = 1, 2, . . . , θ, (4.35)

where (Q̃1, Q̃2) solves the RH problem 4.7. Thus, we arrive at the following 1 × (θ + 1) RH
problem.

RH problem 4.10.

(1) Ũ = (Ũ0, Ũ1, . . . , Ũθ) is defined and analytic in D(0, r) \ {(−r, r) ∪ (−ir, ir)}.
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(2) For z ∈ (−r, r) ∪ (−ir, ir) \ {0}, we have

Ũ+(z) = Ũ−(z)J
Ũ

(z), (4.36)

where

J
Ũ

(z) =



 1 0

z−
α
θ e−nφ(z1/θ) P̃

(∞)
2 (z1/θ)

P̃
(∞)
1 (z1/θ)

1

⊕ Iθ−1, z ∈ (0, ir) ∪ (0,−ir),(
0 1

1 0

)
⊕ Iθ−1, z ∈ (0, r),

Mcyclic, z ∈ (−r, 0),

(4.37)

with Mcyclic being defined in (1.24), and the orientations of the rays are shown in Figure
4.

(3) As z → 0 from D(0, r) \ {(−r, r) ∪ (−ir, ir)}, we have

(a) for k = 1, . . . , θ, or k = 0 and arg z ∈ (0, π/2) ∪ (−π/2, 0),

Ũk(z) =


O(z

θ−2α
2θ(1+θ) ), α > 0,

O(z
1

2(1+θ) log z), α = 0,

O(z
α+1/2
1+θ ), −1 < α < 0,

(4.38)

(b) for arg z ∈ (π/2, π) ∪ (−π,−π/2),

Ũ0(z) = O(z
α+1/2
1+θ ). (4.39)

Instead of using the Meijer G-parametrix Ψ(Mei) introduced in Section 3.6, we need a different
one in the construction of the approximation of Ũ , which we describe next.

The Meijer G-parametrix Ψ̃(Mei)

We will define (θ + 1)2 functions Ψ̃
(Mei)
kj (ζ) (j, k = 0, 1, . . . , θ) with the aid of the Meijer G-

functions and show that they constitute a (θ+1)× (θ+1) matrix-valued function Ψ̃(Mei) solving
a specified RH problem similar to the RH problem for Ψ(Mei). For k = 0, 1, . . . , θ, we set

ψ̃k(ζ) :=
(−1)k+1

(2π)θ
iζαGθ+1,0

0,θ+1

( −
k,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ ζθ) , (4.40)

which is analytic in C\R−, and these functions are then defined in two steps for (1) j = 1, . . . , θ,
and (2) j = 0 as follows.

(1) j = 1, . . . , θ:

Ψ̃
(Mei)
kj (ζ) = ψ̃k(−e

2(j−1)πi
θ ζ

1
θ ), ζ ∈ C \ R−. (4.41)

(2) j = 0:

Ψ̃
(Mei)
k0 (ζ) = (−1)kG1,0

0,θ+1

( −
k,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ ζ)

+


0, arg ζ ∈ (

π

2
, π) ∪ (−π,−π

2
),

−ζ−αθ ψ̃k(−ζ
1
θ ), arg ζ ∈ (0,

π

2
),

ζ−
α
θ ψ̃k(−ζ

1
θ ), arg ζ ∈ (−π

2
, 0).

(4.42)
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In (4.42), we note that the function G1,0
0,θ+1

(
−

k,−α/θ,(1−α)/θ,...,(θ−1−α)/θ

∣∣∣ ζ) is an entire func-

tion in ζ. The model RH problem, analogous to the RH problem 3.12 for Ψ(Mei), used in the
approximation of Ũ reads in the following way.

RH problem 4.11.

(1) Ψ̃(Mei)(ζ) is a (θ+1)× (θ+1) matrix-valued function defined and analytic in C\{R∪ iR}.

(2) For ζ ∈ R ∪ iR \ {0}, we have

Ψ̃
(Mei)
+ (ζ) = Ψ̃

(Mei)
− (ζ)J

Ψ̃(Mei)(ζ), (4.43)

where

J
Ψ̃(Mei)(ζ) =



(
1 0

ζ−
α
θ 1

)
⊕ Iθ−1, ζ ∈ iR \ {0},(

0 ζ
α
θ

−ζ−αθ 0

)
⊕ Iθ−1, ζ > 0,

Mcyclic, ζ < 0,

(4.44)

and orientations of the real and imaginary axes are shown in Figure 5.

(3) As ζ →∞, we have, for ζ ∈ C±,

Ψ̃(Mei)(ζ) =
e

(
α+1/2
θ+1

− 2α
θ

)
πi√

(θ + 1)(2π)θ
ζ
α
θ
−α+1/2

θ+1 Υ(ζ)
(

Ω± +O(ζ−
1
θ+1 )

)
eΛ(ζ)Ξ̃(ζ), (4.45)

where Υ(ζ), Ω± and Λ(ζ) are defined in (3.65), (3.68) and (3.66), respectively, and

Ξ̃(ζ) =



(
e

2α
θ
πiζ−

α
θ 0

0 e
2
(
α
θ
−α+1/2

θ+1

)
πi

)
, ζ ∈ C+,(

e
2
(
α
θ
−α+1/2

θ+1

)
πi
ζ−

α
θ 0

0 −e 2α
θ
πi

)
, ζ ∈ C−,


⊕ diag

(
e

2j
(
α
θ
−α+1/2

θ+1

)
πi
)θ
j=2

. (4.46)

(4) As ζ → 0 from C \ (R ∪ iR), we have for k = 0, 1, . . . , θ,

(a) for arg ζ ∈ (π/2, π) ∪ (−π,−π/2),

Ψ̃
(Mei)
k0 (ζ) = O(1), (4.47)

(b) for j = 1, . . . , θ,

Ψ̃
(Mei)
kj (ζ) =


O(1), α > 0,

O(log ζ), α = 0,

O(ζ
α
θ ), −1 < α < 0,

(4.48)

where Ψ̃
(Mei)
kj (ζ) stands for the (k, j)-th entry of Ψ̃(Mei)(ζ).
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(5) As ζ → 0, each entry of Ψ̃(Mei)(ζ)−1 blows up at most as a power function near the origin.
More precisely, we have, for j = 0, 1, . . . , θ and arg ζ ∈ (π/2, π) ∪ (−π,−π/2)

(a)

(Ψ̃(Mei)(ζ)−1)0j =


O(1), α ≥ θ − 1,

O(log ζ), α = θ − 1,

O(ζ
α+1−θ

θ ), −1 < α < θ − 1,

(4.49)

(b) for k = 1, . . . , θ,

(Ψ̃(Mei)(ζ)−1)kj = O(ζ
1−θ
θ ), (4.50)

where (Ψ̃(Mei)(ζ)−1)kj stands for the (k, j)-th entry of Ψ̃(Mei)(ζ)−1.

In what follows, we show the above RH problem can be solved explicitly.

Proposition 4.12. Let Ψ̃
(Mei)
kj (ζ) be the functions given in (4.41) and (4.42). The matrix-valued

function Ψ̃(Mei)(ζ) defined by

Ψ̃(Mei)(ζ) =
(

Ψ̃
(Mei)
kj (ζ)

)θ
k,j=0

, (4.51)

solves the RH problem 4.11 for Ψ̃(Mei). Moreover, we have

det(Ψ̃(Mei)(ζ)) = (2π)−
θ(θ+1)

2 e
(θ+1)(2−θ)

4
πiζ

θ−1
2 . (4.52)

Proof. It is clear that Ψ̃(Mei) defined in (4.51) is analytic in C \ {R ∪ iR}. We will then show it
indeed satisfies the other items of RH problem 4.11, and leave the proof of (4.52) at the end.

Item (2) It is straightforward to show that the jumps for Ψ̃(Mei)(ζ) on the negative real
axis and on iR \ {0} are satisfied if it is defined by (4.51). For the jump on the positive real
axis, we observe from (4.40) and the integral representation of Meijer G-function (A.1) that for
k = 0, 1, . . . , θ, and ζ > 0,

ψ̃k(ζ
1
θ e−πi)− ψ̃k(ζ

1
θ eπi)

=
(−1)k

(2π)θπi
ζ
α
θ

∫
L

θ−1∏
l=0

Γ

(
u+

l − α
θ

)
Γ(u+ k) sin((θu− α)π)ζ−udu

=
(−1)k

2θπi
ζ
α
θ

∫
L

Γ(u+ k) sin((θu− α)π)∏θ−1
l=0 Γ

(
1− l−α

θ − u
)

sin
(
π(u+ l−α

θ )
)ζ−udu

= (−1)k
ζ
α
θ

2πi

∫
L

Γ(u+ k)∏θ−1
l=0 Γ

(
1− l−α−u

θ

)ζ−udu = (−1)kζ
α
θG1,0

0,θ+1

( −
k,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ ζ) ,
(4.53)

where we have made use of the reflection formula (3.78) in the second equality and the fact (cf.
[36, Equation 1.392.1])

θ−1∏
l=0

sin

(
π(u+

l − α
θ

)

)
= 21−θ sin((θu− α)π) (4.54)

in the third equality. An appeal to this relation gives us the jump of Ψ̃(Mei) on the positive real
axis as indicated in (4.43) and (4.44).
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Item (3) By the definition of ψ̃k given in (4.40) and [46, Equations (2)–(5) in Section 5.10],
it follows that, for k = 0, 1, . . . , θ, and ζ →∞,

ψ̃k(ζ) =
(−1)k+1i√
(θ + 1)(2π)θ

ζk−
1
2

+
α+1/2−k
θ+1

× exp(−(θ + 1)ζ
θ
θ+1 )(1 +O(ζ−

θ
θ+1 )), arg ζ ∈ (−θ + 2

θ
π,
θ + 2

θ
π), (4.55)

and

G1,0
0,θ+1

( −
k,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ ζ) =
(−1)k√

(θ + 1)(2π)θ
ζ
k−α−1/2
θ+1

×

e
1/2+α−k
θ+1

πi exp((θ + 1)e−
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ

1
θ+1 )), arg ζ ∈ (0, π),

e−
1/2+α−k
θ+1

πi exp((θ + 1)e
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ

1
θ+1 )), arg ζ ∈ (−π, 0).

(4.56)

Hence, we further obtain from (4.41), (4.42) and (4.51) that, as ζ →∞,

Ψ̃
(Mei)
k1 (ζ) =

ζ
α
θ

+
k−α−1/2
θ+1√

(θ + 1)(2π)θ

×

e
k−α−1/2
θ+1

πi exp((θ + 1)e
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (0, π),

−e−
k−α−1/2
θ+1

πi exp((θ + 1)e−
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (−π, 0),

(4.57)

for j = 2, . . . , θ,

Ψ̃
(Mei)
kj (ζ) =

ζ
α
θ

+
k−α−1/2
θ+1√

(θ + 1)(2π)θ
e

(
2(j−1)α

θ
+

(2j−1)(k−α−1/2)
θ+1

)
πi

× exp((θ + 1)e
2j−1
θ+1

)πiζ
1
θ+1 )(1 +O(ζ−

1
θ+1 )), arg ζ ∈ (−π, π), (4.58)

and

Ψ̃
(Mei)
k0 (ζ) =

ζ
k−α−1/2
θ+1√

(θ + 1)(2π)θ

×

e
1/2+α−k
θ+1

πi exp((θ + 1)e−
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ

1
θ+1 )), arg ζ ∈ (0, π2 ) ∪ (π2 , π),

e−
1/2+α−k
θ+1

πi exp((θ + 1)e
1
θ+1

πiζ
1
θ+1 )(1 +O(ζ

1
θ+1 )), arg ζ ∈ (−π,−π

2 ) ∪ (−π
2 , 0).

(4.59)

Inserting the above individual asymptotics into (4.51), we arrive at (4.45) after straightforward
calculations.

Items (4) and (5) For convenience, we only consider the case that α /∈ Z, and leave the
proof of other cases to the reader.

With k ∈ {0, . . . , θ} be fixed, it follows from (4.40), (4.41) and (A.1) that, for arg ζ ∈ (0, π),

Ψ̃
(Mei)
k1 (ζ) = ψk(−ζ

1
θ ) =

(−1)k+1

(2π)θ+1
e−απiζ

α
θ

∫
L

θ−1∏
l=0

Γ

(
u+

l − α
θ

)
Γ(u+ k)(e−θπiζ)−udu. (4.60)
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Thus, Ψ̃
(Mei)
k1 (ζ) admits the following Puiseux series representation:

Ψ̃
(Mei)
k1 (ζ) = (−i)

( ∞∑
l=0

ãk,lζ
l
θ + e−απiζ

α
θ

∞∑
l=k

b̃k,lζ
l

)
, arg ζ ∈ (0, π), (4.61)

where ãk,l and b̃k,l are real numbers which can be calculated explicitly by evaluating the residues
of the integrand in (4.60) at the poles (α− l)/θ−m and −k−m with m ∈ {0}∪N, respectively.
By setting

f̃k,j(ζ) :=
∞∑
l=0

ãk,θl+j−1ζ
l, (j = 1, . . . , θ), and g̃k(ζ) :=

∞∑
l=k

bk,lζ
l, (4.62)

it is then readily seen from (4.61) and (4.41) that

Ψ̃
(Mei)
k1 (ζ) = (−i)×

{∑θ
l=1 ζ

l−1
θ f̃k,l(ζ) + e−απiζ

α
θ g̃k(ζ), arg ζ ∈ (0, π),∑θ

l=1 ζ
l−1
θ f̃k,l(ζ) + eαπiζ

α
θ g̃k(ζ), arg ζ ∈ (−π, 0),

(4.63)

Ψ̃
(Mei)
kj (ζ) = (−i)

(
θ∑
l=1

cl,jζ
l−1
θ f̃k,l(ζ) + e

(2j−2−θ)απi
θ ζ

α
θ g̃k(ζ)

)
, arg ζ ∈ (−π, π), (4.64)

for j = 2, . . . , θ, where cl,j is given in (3.86). The estimates (4.48) follow directly from the above
two formulas.

To show the local behaviour of Ψ̃
(Mei)
k0 (ζ) near the origin, we observe from (4.42), (A.1),

(3.78) and (4.54) that, for arg ∈ (−π,−π/2) ∪ (π/2, π),

Ψ̃
(Mei)
k0 (ζ) =

(−1)k

(2π)θπi

∫
L

θ−1∏
l=0

Γ

(
u+

l − α
θ

)
Γ(u+ k) sin((θu− α)π)ζ−udu. (4.65)

This, together with (4.60) and (4.63), implies that

Ψ̃
(Mei)
k0 (z) = −2 sin(απ)g̃k(z), (4.66)

which gives us (4.47).
If arg ζ ∈ (π/2, π), it is readily seen from (4.63), (4.64) and (4.66) that

Ψ̃(Mei)(ζ) = Θ̃(ζ) diag(ζ
α
θ , 1, ζ

1
θ , . . . , ζ

θ−1
θ )C̃α diag(ζ−

α
θ , 1, . . . , 1), (4.67)

where

Θ̃(ζ) = −i


g̃0(ζ) f̃0,1(ζ) · · · f̃0,θ(ζ)

g̃1(ζ) f̃1,1(ζ) · · · f̃2,θ(ζ)
...

... · · · ...

g̃θ(ζ) f̃θ,1(ζ) · · · f̃θ,θ(ζ)

 (4.68)

with g̃k(ζ) and f̃k,j(ζ), k = 0, 1, . . . , θ, j = 1, . . . , θ, given in (4.62), and

C̃α =

(
−2 sin(απ)i ~dα

0θ×1 Cα

)
, where ~dα =

(
e−απi e( 2

θ
−1)απi · · · e(

2(θ−1)
θ
−1)απi

)
, (4.69)

and the θ× θ constant matrix Cα is given in (3.95). Note that since detCα 6= 0, it is easily seen
that

C̃−1
α =

(
i

2 sin(απ) − i
2 sin(απ)

~dαC
−1
α

0 C−1
α

)
. (4.70)
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Also, by assuming (4.52), we obtain from (4.67) that det(Θ̃(ζ)) is a non-zero constant and

Θ̃(ζ)−1 = O(1), ζ → 0, (4.71)

which is understood in an entry-wise manner. Since

Ψ̃(Mei)(ζ)−1 = diag(ζ
α
θ , 1, . . . , 1)C̃−1

α diag(ζ−
α
θ , 1, ζ−

1
θ , . . . , ζ−

θ−1
θ )Θ̃(ζ)−1

=


i

2 sin(απ) O(ζ
α
θ ) O(ζ

α−1
θ ) · · · O(ζ

α+1−θ
θ )

0 O(1) O(ζ−
1
θ ) · · · O(ζ−

θ−1
θ )

...
...

... · · · ...

0 O(1) O(ζ−
1
θ ) · · · O(ζ−

θ−1
θ )

 Θ̃(ζ)−1, (4.72)

we then obtain (4.49) and (4.50) for arg ζ ∈ (π/2, π). If arg ζ ∈ (−π,−π/2), the proof is similar
and we omit the details here.

Evaluation of det(Ψ̃(Mei)(ζ)) From (4.46), it is readily seen that

det(Ξ̃(ζ)) = ±e( 2α
θ

+α−α
2

)πiζ−
α
θ , ζ ∈ C±. (4.73)

This, together with (3.100) and (4.45), implies that, as ζ →∞,

det(Ψ̃(Mei)(ζ)) = (2π)−
θ(θ+1)

2 e
(θ+1)(2−θ)

4
πiζ

θ−1
2 (1 +O(ζ−

1
θ+1 )). (4.74)

Since it can be shown that det(Ψ̃(Mei)(ζ)) = O(ζ(θ−1)/2), as ζ → 0, we then obtain (4.52) by
combining (4.43), (4.44) and Liouville’s theorem.

We are now ready to construct the local parametrix near the origin.

Construction of the local parametrix around 0

Analogous to the definition of N(z) given in (3.108), we first set

Ñ(z) = diag(ñ0(z), ñ1(z), . . . , ñθ(z)), z ∈ C \ (−∞, bθ], (4.75)

where
ñ0(z) = P̃

(∞)
1 (z

1
θ ), ñj(z) = P̃

(∞)
2 (e

2(j−1)
θ

πiz
1
θ ), j = 1, . . . , θ, (4.76)

with P̃ (∞) = (P̃
(∞)
1 , P̃

(∞)
2 ) defined in (4.14)–(4.16).

In view of (4.17) and (4.18), the following local behaviour of Ñ near the origin is immediate.

Proposition 4.13. Let ñi(z), i = 0, 1, . . . , θ, be the functions defined in (4.76). As z → 0, we
have, with the constant c given in (2.1),

ñ0(z) =


c
(α+1/2)θ

1+θ√
1+θ

e
α+1/2
1+θ

πiz−
α+1/2
1+θ (1 +O(z

1
1+θ )), z ∈ C+,

c
(α+1/2)θ

1+θ√
1+θ

e−
α+1/2
1+θ

πiz−
α+1/2
1+θ (1 +O(z

1
1+θ )), z ∈ C−,

(4.77)

ñ1(z) =


c
(α+1/2)θ

1+θ√
1+θ

e−
α+1/2
1+θ

πiz
α−θ/2
θ(1+θ) (1 +O(z

1
1+θ )), z ∈ C+,

− c
(α+1/2)θ

1+θ√
1+θ

e
α+1/2
1+θ

πiz
α−θ/2
θ(1+θ) (1 +O(z

1
1+θ )), z ∈ C−,

(4.78)

and for j = 2, . . . , θ,

ñj(z) =
c
(α+1/2)θ

1+θ

√
1 + θ

e−
α+1/2
1+θ

πie
(2α−1)(j−1)

θ(1+θ)
πi
z
α−θ/2
θ(1+θ) (1 +O(z

1
1+θ )). (4.79)
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With r = rn given in (3.116), we then define a (θ + 1)× (θ + 1) matrix-valued function for
z ∈ D(0, rθn) \ (R ∪ iR) as follows:

P̃(0)(z) = (2π)
θ
2 c

(α+1/2)θ
1+θ (ρn)

1
2
−α
θ diag(1, (ρn)−1, . . . , (ρn)−θ)

× Ψ̃(Mei)((ρn)θ+1z)((ρn)
α(θ+1)

θ ⊕ Iθ)Ñ(z)−1e−nM(z), (4.80)

where ρ, M(z) and Ñ(z) are defined in (1.15), (3.104) and (4.75), respectively, and Ψ̃(Mei) is
the Meijer G-parametrix solving the RH problem 4.11.

Proposition 4.14. The function P̃(0)(z) defined in (4.80) has the following properties.

(1) P̃(0)(z) is analytic in D(0, rθn) \ (R ∪ iR).

(2) For z ∈ D(0, rθn) ∩ (R ∪ iR), we have

P̃
(0)
+ (z) = P̃

(0)
− (z)J

Ũ
(z), (4.81)

where J
Ũ

(z) is defined in (4.37).

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

P̃(0)(z) = Υ(z)Ω±(I +O(n−
1

2θ+1 )), z ∈ C±, (4.82)

where Υ(z) and Ω± are defined in (3.65) and (3.68), respectively.

Proof. Since the proof is similar to that of Proposition 3.15, we only give a sketch here. While it
is straightforward to check the jump of P̃(0) on (0, irθn)∪ (0,−irθn), one needs to use the relations
among mi(z), i = 0, 1, . . . , θ, established in (3.120), (3.122), and the facts that for z < 0,

ñ0,+(z) = ñ0,−(z), ñθ,+(z) = ñ1,−(z), ñj−1,+(z) = ñj,−(z), j = 2, . . . , θ, (4.83)

and for z ∈ (0, rθn),

ñ0,+(z) = −ñ1,−(z)z−
α
θ , ñ1,+(z) = ñ0,−(z)z

α
θ , ñj,+(z) = ñj,−(z), j = 2, . . . , θ, (4.84)

to see its jump on (−rθn, 0) and (0, rθn). The relations in (4.83) and (4.84) are easily seen from
the definitions of ñi(z), i = 0, 1, . . . , θ, given in (4.76) and the RH problem 4.4 for P̃ (∞).

The large n asymptotics of P̃(0) (4.82) on the boundary of the disc follows directly from
(4.80), (4.45), (3.125) and(

(ρn)
α(θ+1)

θ ⊕ Iθ
)

Ξ̃((ρn)θ+1z)Ñ(z)−1 =

√
1 + θc−

(α+1/2)θ
θ+1 e( 2α

θ
−α+1/2

θ+1
)πiz

α+1/2
θ+1

−α
θ (I +O(n−

2θ
2θ+1 )), z ∈ ∂D(0, rθn), (4.85)

where the function Ξ̃ is defined in (4.46).

With P̃(0) given in (4.80), we next define

P̃ (0)(z) = Ω−1
± Υ(z)−1P̃(0)(z), z ∈ C±. (4.86)

In view of (3.83), (4.86) and Proposition 4.14, the following RH problem for P̃ (0) is then
immediate.
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RH problem 4.15.

(1) P̃ (0)(z) is analytic in D(0, rθn) \ (R ∪ iR).

(2) For z ∈ D(0, rθn) ∩ (R ∪ iR), we have

P̃
(0)
+ (z) =


P̃

(0)
− (z)J

Ũ
(z), z ∈ (0, irθn) ∪ (0,−irθn),((

0 1

1 0

)
⊕ Iθ−1

)
P̃

(0)
− (z)J

Ũ
(z), z ∈ (0, rθn),

M−1
cyclicP̃

(0)
− (z)J

Ũ
(z), z ∈ (−rθn, 0),

(4.87)

where J
Ũ

(z) is defined in (4.37).

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

P̃ (0)(z) = I +O(n−
1

2θ+1 ). (4.88)

Finally, as in the definition of V (0) in (3.130), we set

Ṽ (0)(z) = Ũ(z)P̃ (0)(z)−1, z ∈ D(0, rθn) \ (R ∪ iR), (4.89)

where Ũ is the solution of the RH problem 4.10. It is then straightforward to check the following
RH problem for Ṽ (0).

RH problem 4.16.

(1) Ṽ (0) = (Ṽ
(0)

0 , Ṽ
(0)

1 , . . . , Ṽ
(0)
θ ) is analytic in D(0, rθn) \ R, or equivalently, its definition can

be analytically extended onto (0, irθn) ∪ (−irθn, 0).

(2) For z ∈ (−rθn, rθn) \ {0}, we have

Ṽ
(0)

+ (z) = Ṽ
(0)
− (z)


(

0 1

1 0

)
⊕ Iθ−1, z ∈ (0, rθn),

M−1
cyclic, z ∈ (−rθn, 0).

(4.90)

(3) For z ∈ ∂D(0, rθn), we have, as n→∞,

Ṽ (0)(z) = Ũ(z)(I +O(n−
1

2θ+1 )). (4.91)

(4) As z → 0, we have

Ṽ
(0)
k (z) = O(1), k = 0, 1, . . . , θ. (4.92)

4.7 Final transformation

With the aid of the functions Q̃(z), Ṽ (b)(z) and Ṽ (0)(z) given in previous sections, our final
transformation is the following definition of a 1×2 vector-valued function R̃(z) = (R̃1(z), R̃2(z))
such that R̃1(z) is analytic in Hθ \ ΣR and R̃2(z) is analytic in C \ ΣR:

R̃1(z) =


Q̃1(z), z ∈ Hθ \ {D(b, ε) ∪D(0, rn) ∪ ΣR},
Ṽ

(b)
1 (z), z ∈ D(b, ε) \ [b− ε, b],
Ṽ

(0)
0 (zθ), z ∈W1 \ [0, rn],

(4.93)

R̃2(z) =


Q̃2(z), z ∈ C \ {D(b, ε) ∪D(0, rn) ∪ ΣR},
Ṽ

(b)
2 (z), z ∈ D(b, ε) \ [b− ε, b],
Ṽ

(0)
1 (zθ), z ∈W1 \ [0, rn],

Ṽ
(0)
k (zθ), z ∈Wk, k = 2, . . . , θ,

(4.94)
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where ΣR and Wk, k = 1, . . . , θ, are defined in (3.137) and (3.139), respectively. In view of
the RH problems 4.7, 4.9 and 4.16 for Q̃, Ṽ (b) and Ṽ (0), it is straightforward to check that R̃
satisfies the following shifted RH problem.

RH problem 4.17.

(1) R̃ = (R̃1, R̃2) is analytic in (Hθ \ ΣR,C \ ΣR).

(2) R̃ satisfies the following jump conditions:

R̃+(z) = R̃−(z)


J
Q̃

(z), z ∈ ΣR
1 ∪ ΣR

2 ∪ (b+ ε,+∞),

P̃ (b)(z), z ∈ ∂D(b, ε),(
0 1

1 0

)
, z ∈ (0, b) \ {rn, b− ε},

(4.95)

where J
Q̃

(z) and P̃ (b)(z) are defined in (4.22) and (4.25), respectively, and with Γ1 defined

in (3.140), we have for z ∈ Γ1,

R̃1,+(z) = R̃1,−(z)P̃
(0)
00 (zθ) +

θ∑
j=1

R̃2,−(e
2(j−1)πi

θ z)P̃
(0)
j0 (zθ), arg z 6= 0,± π

2θ
, (4.96)

and for k = 1, . . . , θ,

R̃2,+(e
2(k−1)πi

θ z) = R̃1,−(z)P̃
(0)
0k (zθ) +

θ∑
j=1

R̃2,−(e
2(j−1)πi

θ z)P̃
(0)
jk (zθ), (4.97)

where P̃ (0)(z) = (P̃
(0)
jk (z))θj,k=0 defined in (4.86) is the solution of the RH problem 4.15.

The orientations of the curves in ΣR are shown in Figure 6, and the orientations of the
circles ∂D(0, rn) and ∂D(b, ε) are particularly taken in a clockwise manner.

(3) As z →∞ in Hθ, R̃1 behaves as R̃1(z) = 1 +O(z−θ).

(4) As z →∞ in C, R̃2 behaves as R̃2(z) = O(1).

(5) As z → b or z → 0, we have R̃1(z) = O(1) and R̃2(z) = O(1).

(6) For x > 0, we have the boundary condition R̃1(eπi/θx) = R̃1(e−πi/θx).

To estimate R̃ for large n, we again transform the RH problem for R̃ to a scalar one on the
complex-s plane. For this purpose, we set

ω(z) :=
1

z
, (4.98)

which maps C ∪ {∞} to C ∪ {∞}, and denote by

J̃c(s) := Jc ◦ ω(s) = Jc(1/s) (4.99)

the composition of the function Jc given in (2.1) with ω. Similar to the definition of R in
(3.146), the transformation is then defined as follows:

R̃(s) =

{
R̃1(J̃c(s)), s ∈ ω(D \ [−1, 0]) and s /∈ ω(I2(ΣR)),

R̃2(J̃c(s)), s ∈ ω(C \D) and s /∈ ω(I1(ΣR)),
(4.100)
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where D is the region bounded by the curve γ = γ1 ∪ γ2, ΣR is given in (3.137), and I1 :
C \ [0, b] → C \ D and I2 : Hθ \ [0, b] → D are defined in (3.21) and (3.22), respectively. We
emphasize that it is crucial to introduce the mapping ω here, which ensures R̃ is normalized at
infinity, as indicated in item (3) of the RH problem 4.18 for R̃ below.

To state the RH problem for R̃, we recall the curves ΣΣΣ (·) given in (3.147), and define

Σ̃ΣΣ := Σ̃ΣΣ
(1′) ∪ Σ̃ΣΣ

(2) ∪ Σ̃ΣΣ
(3) ∪ Σ̃ΣΣ

(3′) ∪ Σ̃ΣΣ
(4) ∪

θ⋃
k=1

Σ̃ΣΣ
(5)

k , (4.101)

with Σ̃ΣΣ
(·)

:= ω(ΣΣΣ (·)), which is the images of the union of the solid and the dashed curves in
Figure 8 under the mapping ω. We also define the following functions on each curve constituting
Σ̃ΣΣ :

J
Σ̃ΣΣ

(1′)(s) =
P̃

(∞)
2 (z)

zαP
(∞)
1 (z)

e−nφ(z), s ∈ Σ̃ΣΣ
(1′)
, (4.102)

where z = J̃c(s) ∈ ΣR
1 ∪ ΣR

2 ,

J
Σ̃ΣΣ

(2)(s) =
zαP̃

(∞)
1 (z)

P̃
(∞)
2 (z)

enφ(z), s ∈ Σ̃ΣΣ
(2)
, (4.103)

where z = J̃c(s) ∈ (b+ ε,+∞).

J1

Σ̃ΣΣ
(3)(s) = P̃

(b)
22 (z)− 1, J2

Σ̃ΣΣ
(3)(s) = P̃

(b)
12 (z), s ∈ Σ̃ΣΣ

(3)
, (4.104)

where z = J̃c(s) ∈ ∂D(b, ε),

J1

Σ̃ΣΣ
(3′)(s) = P̃

(b)
11 (z)− 1, J2

Σ̃ΣΣ
(3′)(s) = P̃

(b)
21 (z), s ∈ Σ̃ΣΣ

(3′)
, (4.105)

where z = J̃c(s) ∈ ∂D(b, ε),

J0

Σ̃ΣΣ
(4)(s) = P̃

(0)
00 (zθ)− 1, J j

Σ̃ΣΣ
(4)(s) = P̃

(0)
j0 (zθ), s ∈ Σ̃ΣΣ

(4)
, (4.106)

where z = J̃c(s) ∈ Γ1 and j = 1, . . . , θ,

Jk
Σ̃ΣΣ

(5)

k

(s) = P̃
(0)
kk (zθ)− 1, J j

Σ̃ΣΣ
(5)

k

(s) = P̃
(0)
jk (zθ), j 6= k, s ∈ Σ̃ΣΣ

(5)

k , (4.107)

where z = J̃c(s) ∈ Γk, k = 1, . . . , θ, and j = 0, 1, . . . , θ. In (4.104) and (4.105), P̃ (b)(z) =

(P̃
(b)
jk (z))2

j,k=1 is defined in (4.25). With the aid of these functions, analogue to the definition of
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∆ΣΣΣ in (3.155), we further define an operator ∆
Σ̃ΣΣ

that acts on functions defined on Σ̃ΣΣ by

∆
Σ̃ΣΣ
f(s) =



J
Σ̃ΣΣ

(1′)(s)f(s̃), s ∈ Σ̃ΣΣ
(1′)

and s̃ = ω(I1(z)),

J
Σ̃ΣΣ

(2)(s)f(s̃), s ∈ Σ̃ΣΣ
(2)

and s̃ = ω(I2(z)),

J1

Σ̃ΣΣ
(3)(s)f(s) + J2

Σ̃ΣΣ
(3)(s)f(s̃), s ∈ Σ̃ΣΣ

(3)
and s̃ = ω(I2(z)),

J1

Σ̃ΣΣ
(3′)(s)f(s) + J2

Σ̃ΣΣ
(3′)(s)f(s̃), s ∈ Σ̃ΣΣ

(3′)
and s̃ = ω(I1(z)),

J0

Σ̃ΣΣ
(4)(s)f(s) +

θ∑
j=1

J j
Σ̃ΣΣ

(4)(s)f(s̃j), s ∈ Σ̃ΣΣ
(4)

and s̃j = ω(I1(ze
2(j−1)πi

θ )) ∈ ω(I1(Γj)),

θ∑
j=0

J j
Σ̃ΣΣ

(5)

k

(s)f(s̃j), s ∈ Σ̃ΣΣ
(5)

k and s̃0 = ω(I2(ze
2(1−k)πi

θ )) ∈ ω(D),

s̃j = ω(I1(ze
2(j−k)πi

θ )) ∈ ω(I1(Γj)) ⊆ ω(C \D)

for j = 1, . . . , θ, such that s̃k = s,

(4.108)

where z = J̃c(s) and f is a complex-valued function defined on Σ̃ΣΣ . Similar to the proof of
Proposition 3.20, we have that the function R̃(s) defined in (4.100) is the unique solution of the
following RH problem after trivial analytical extension.

RH problem 4.18.

(1) R̃(s) is analytic in C \ Σ̃ΣΣ, where the contour Σ̃ΣΣ is defined in (4.101).

(2) For s ∈ Σ̃ΣΣ, we have
R̃+(s)− R̃−(s) = ∆

Σ̃ΣΣ
R̃−(s), (4.109)

where ∆
Σ̃ΣΣ

is the operator defined in (4.108).

(3) As s→∞, we have
R̃(s) = 1 +O(s−1). (4.110)

(4) As s→ 0, we have R̃(s) = O(1).

As n→∞, we have the asymptotic estimate of the operator ∆
Σ̃ΣΣ

analogous to (3.161)

‖∆
Σ̃ΣΣ
‖
L2(Σ̃ΣΣ)

≤M
Σ̃ΣΣ
n−

1
2θ+1 , (4.111)

for some positive constant M
Σ̃ΣΣ

. Thus, by using similar arguments leading to Lemma 3.22, we

finally conclude the following estimate of R̃.

Lemma 4.19. As n→∞, we have

R̃(s) = 1 +O(n−
1

2θ+1 ), (4.112)

uniformly for |s+1| < εr
θ/(1+θ)
n , where ε is a small positive constant and rn is defined in (3.116).

5 Proofs of main results

In this section, we prove Theorems 1.1 and 1.3 by using the asymptotic results obtained in
Sections 3 and 4.
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5.1 Proof of Theorem 1.1

Proof of (1.16) By tracing back the transformations Y → T → S → Q given in (3.1), (3.6)
and (3.29), it is readily seen from (2.23) that

pn(z) = Y1(z) =


Z1(z), z outside the lens,

Z1(z) + Z2(z), z in the upper part of the lens,

Z1(z)− Z2(z), z in the lower part of the lens,

(5.1)

where

Z1(z) = Q1(z)P
(∞)
1 (z)eng(z), Z2(z) = Q2(z)P

(∞)
2 (z)θz−α−1+θen(V (z)−g̃(z)+`), (5.2)

with g(z) and g̃(z) defined in (1.10) and (1.11), respectively.
If z ∈ D(0, rn), we see from (3.48)–(3.50) that Qi(z), i = 1, 2, are determined by Uk(z

θ),
k = 0, 1, . . . , θ, and moreover, by (3.130),

Uk(z) =
θ∑
i=0

V
(0)
i (z)P

(0)
ik (z), (5.3)

where V (0)(z) = (V
(0)

0 (z), V
(0)

1 (z), . . . , V
(0)
θ (z)) and P (0)(z) = (P

(0)
ik (z))θi,k=0 are defined in

(3.130) and (3.127), respectively. We next represent V (0) via R = (R1, R2) through (3.141)

and (3.142) in the vicinity of 0. To this end, we define, for 0 < |s| < εr
θ/(θ+1)
n = εn−2θ/(2θ+1)

with arg s 6= ±π/(θ + 1) and ε being a small enough positive constant,

v(s) =


R2(e−

πi
θ s1+ 1

θ ), arg s ∈ (0, π
θ+1),

R2(e
πi
θ s1+ 1

θ ), arg s ∈ (− π
θ+1 , 0),

R1(−(−s)1+ 1
θ ), arg s ∈ ( π

θ+1 , π] ∪ (−π,− π
θ+1).

(5.4)

In view of the RH problem 3.18 for R, it is easily seen that v(s) can be extended analytically
in the disc |s| ≤ εn−2θ/(2θ+1), and thus admits the Taylor expansion v(s) =

∑∞
k=0 cks

k there.
Moreover, as ε is small enough, we see from (5.4), (3.146) and Lemma 3.22 that uniformly for
s in this disk

v(s) = 1 +O(n−
1

2θ+1 ). (5.5)

A combination of (3.141), (3.142) and (5.4) shows that, for |z| < εθ+1n−2θ(θ+1)/(2θ+1),

(V
(0)

0 (z), V
(0)

1 (z), . . . , V
(0)
θ (z)) =(v(z

1
θ+1 e−

πi
θ+1 ), v(z

1
θ+1 e

πi
θ+1 ), v(z

1
θ+1 e

3πi
θ+1 ), . . . , v(z

1
θ+1 e

(2θ−1)πi
θ+1 )), z ∈ C+,

(v(z
1
θ+1 e

πi
θ+1 ), v(z

1
θ+1 e−

πi
θ+1 ), v(z

1
θ+1 e

3πi
θ+1 ), . . . , v(z

1
θ+1 e

(2θ−1)πi
θ+1 )), z ∈ C−.

(5.6)

We then define for |s| < εθ+1n−2θ(θ+1)/(2θ+1),

vk(s) =
1

2πi

∮
|ζ|=εn−2θ/(2θ+1)

v(ζ)

ζk+1(1− s/ζθ+1)
dζ =

∞∑
l=0

ck+l(θ+1)s
l, k = 0, 1, . . . , θ, (5.7)

which are analytic near the origin and v(s) =
∑θ

k=0 s
kvk(s

θ+1) for |s| < εn−2θ/(2θ+1). Hence,
we rewrite (5.6) as

(V
(0)

0 (z), V
(0)

1 (z), . . . , V
(0)
θ (z)) = (v0(−z), v1(−z), . . . , vθ(−z))Υ(z)Ω±, z ∈ C±, (5.8)
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where Υ(z) and Ω± are defined in (3.65) and (3.68), respectively. Inserting the above formula
into (5.3), we obtain from (3.127) that, for k = 0, 1, . . . , θ,

Uk(z) =

θ∑
i=0

V
(0)
i (z)P

(0)
ik (z) =

θ∑
i=0

vi(−z)P(0)
ik (z)

=
(2π)1− θ

2√
θ

c
2(α+1)−θ
2(1+θ) (ρn)

α+1
θ
− 1

2

(
θ∑
l=0

vl(−z)
(ρn)l

Ψ
(Mei)
lk ((ρn)θ+1z)

)

×
{

(ρn)−
θ+1
θ

(α+1−θ)(n0(z))−1enm0(z), k = 0,

(nk(z))
−1enmk(z), k = 1, 2, . . . , θ,

(5.9)

where P(0)(z) = (P
(0)
ik (z))θi,k=0, mk(z) and nk(z), k = 0, 1, . . . , θ, are defined in (3.117), (3.105)–

(3.107) and (3.109), the constants c and ρ are given in (2.1) and (1.15), respectively.
From now on, we assume that z 6= 0 belongs to a compact subset K of C. Additionally, it is

also assumed that z /∈ Σ and arg z 6= (2k+1)π/θ for any integer k. If n is large enough, it is clear
that there exists k ∈ {1, . . . , θ}, such that (ρn)−1−1/θz ∈ Wk ⊂ D(0, rn) and |(ρn)−1−θzθ| <
εθ+1n−2θ(θ+1)/(2θ+1), where the domain Wk is defined in (3.139). Thus, it follows from (5.2),
(3.48)–(3.50) and (5.9) that

Zj

(
z

(ρn)1+1/θ

)
=

(2π)1−θ/2
√
θ

c
2(α+1)−θ
2(1+θ) (ρn)

α+1
θ
− 1

2 exp

[
n

(
V

(
z

(ρn)1+1/θ

)
+ `− g̃+(0)

)]
×
(

θ∑
l=0

(ρn)−lvl

(
− zθ

(ρn)θ+1

)
Ψ

(Mei)
l,i(j,z)(z

θ)

)
×
{

1, j = 1,

θzθ−α−1, j = 2,
(5.10)

where

i(j, z) =

{
0, j = 2,

k, j = 1 and (ρn)−1−1/θz ∈Wk.
(5.11)

If (ρn)−1−1/θz ∈Wk with k = 2, . . . , θ, or (ρn)−1−1/θz ∈W1 but outside the lens, it follows
from (5.1) that

pn

(
z

(ρn)1+1/θ

)
= Z1

(
z

(ρn)1+1/θ

)
. (5.12)

To estimate Z1 for large n, we note that uniformly for all z ∈ K,

V

(
z

(ρn)1+1/θ

)
= V (0) +O(n−1− 1

θ ). (5.13)

This, together with (2.13), implies that uniformly

exp

[
n

(
V

(
z

(ρn)1+1/θ

)
+ `− g̃+(0)

)]
= eng−(0)(1 +O(n−

1
θ ))

= (−1)nen<g(0)(1 +O(n−
1
θ )), (5.14)

where we use that <g−(0) = <g+(0) and =g±(0) = ±πi in the second equality, as can be seen
directly from its definition in (1.10). Furthermore, on account of (5.5), the functions vk(s)
defined in (5.7) satisfy the estimates

v0(s) = 1 +O(n−
1

2θ+1 ), vk(s) = O(n
2kθ−1
2θ+1 ), k = 1, . . . , θ, (5.15)
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for |s| < εθ+1n−2θ(θ+1)/(2θ+1). Substituting the above two formulas into (5.10), it is readily seen
from (5.12) that, with Cn defined in (1.18) and uniformly in z,

pn

(
z

(ρn)1+1/θ

)
= (−1)nθ−1Cn

(
Ψ

(Mei)
0k (zθ) +O(n−

1
2θ+1 )

)
, (5.16)

which is (1.16) by (3.59) and (3.60). On the other hand, if (ρn)−1−1/θz ∈W1 and locates inside
the upper/lower part of the lens, we obtain from (5.1), (5.10), (5.14) and (5.15) that, for z ∈ C±,

pn

(
z

(ρn)1+1/θ

)
= Z1

(
z

(ρn)1+1/θ

)
± Z2

(
z

(ρn)1+1/θ

)
= (−1)nθ−1Cn

(
Ψ

(Mei)
01 (zθ)± θzθ−α−1Ψ

(Mei)
00 (zθ) +O(n−

1
2θ+1 )

)
,

(5.17)

which again gives us (1.16), in view of (3.60), (3.61) and the relation (3.77). We note the
error terms O(n−1/(2θ+1)) in both (5.16) and (5.17) are uniform for all z ∈ K \ {z = 0 or z ∈
Σ or arg z = (2k + 1)π/θ, k ∈ Z}.

Finally, we note that it is straightforward obtain (1.16) by analytic continuation if (ρn)−1−1/θz
belongs to the boundaries of Wk or the lens, especially when z ∈ [0,∞).

Proof of (1.17) The proof of (1.17) is analogous to that of (1.16), and we will omit some
details here. Moreover, we will prove (1.17) for z ∈ Hθ or its boundary.

By tracing back the transformations Ỹ → T̃ → S̃ → Q̃ given in (4.1), (4.5) and (4.20), it is
readily seen from (2.29) that for z ∈ Hθ,

qn(zθ) = Ỹ1(z) =


Z̃1(z), z outside the lens,

Z̃1(z) + Z̃2(z), z in the upper part of the lens,

Z̃1(z)− Z̃2(z), z in the lower part of the lens,

(5.18)

where

Z̃1(z) = Q̃1(z)P̃
(∞)
1 (z)eng̃(z), Z̃2(z) = Q̃2(z)P̃

(∞)
2 (z)z−αen(V (z)−g(z)+`). (5.19)

If z ∈ Hθ ∩D(0, rn), we see from (4.31) and (4.32) that Q̃i(z), i = 1, 2, are determined by
Ũi−1(zθ), and moreover, by (4.89),

Ũk(z) =

θ∑
i=0

Ṽ
(0)
i (z)P̃

(0)
ik (z), (5.20)

where Ṽ (0)(z) = (Ṽ
(0)

0 (z), Ṽ
(0)

1 (z), . . . , Ṽ
(0)
θ (z)) and P̃ (0)(z) = (P̃

(0)
ik (z))θi,k=0 are defined in (4.89)

and (4.86), respectively. We next represent Ṽ (0) via R̃ = (R̃1, R̃2) through (4.93) and (4.94).
For 0 < |s| < εn−2θ/(2θ+1) with arg s 6= ±π/(θ+1) and ε being a small enough positive constant,
we define

ṽ(s) =


R̃1(e−

πi
θ s1+ 1

θ ), arg s ∈ (0, π
θ+1),

R̃1(e
πi
θ s1+ 1

θ ), arg s ∈ (− π
θ+1 , 0),

R̃2(−(−s)1+ 1
θ ), arg s ∈ ( π

θ+1 , π] ∪ (−π,− π
θ+1),

(5.21)

which is an analogue of the function v given in (5.4). In view of the RH problem 4.17 for R̃,
we also have that ṽ(s) can be extended analytically in the disk |s| ≤ εn−2θ/(2θ+1) and admits a
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Taylor expansion ṽ(s) =
∑∞

k=0 ĉks
k there. Since ε is small enough, we see from (5.21), (4.100)

and Lemma 4.19 that uniformly for s in this disk,

ṽ(s) = 1 +O(n−
1

2θ+1 ). (5.22)

A combination of (4.93), (4.94) and (5.21) shows that, for |z| < εθ+1n−2θ(θ+1)/(2θ+1),

(Ṽ
(0)

0 (z), Ṽ
(0)

1 (z), . . . , Ṽ
(0)
θ (z)) =(ṽ(z

1
θ+1 e−

πi
θ+1 ), ṽ(z

1
θ+1 e

πi
θ+1 ), ṽ(z

1
θ+1 e

3πi
θ+1 ), . . . , ṽ(z

1
θ+1 e

(2θ−1)πi
θ+1 )), z ∈ C+ ∩Hθ,

(ṽ(z
1
θ+1 e

πi
θ+1 ), ṽ(z

1
θ+1 e−

πi
θ+1 ), ṽ(z

1
θ+1 e

3πi
θ+1 ), . . . , ṽ(z

1
θ+1 e

(2θ−1)πi
θ+1 )), z ∈ C− ∩Hθ.

(5.23)

We then define for |s| < εθ+1n−2θ(θ+1)/(2θ+1),

ṽk(s) =
1

2πi

∮
|ζ|=εn−2θ/(2θ+1)

ṽ(ζ)

ζk+1(1− s/ζθ+1)
dζ =

∞∑
l=0

ĉk+l(θ+1)s
l, k = 0, 1, . . . , θ, (5.24)

which are analytic near the origin and ṽ(s) =
∑θ

k=0 s
kṽk(s

θ+1) for |s| < εn−2θ/(2θ+1). Hence,
we rewrite (5.23) as

(Ṽ
(0)

0 (z), Ṽ
(0)

1 (z), . . . , Ṽ
(0)
θ (z)) = (ṽ0(−z), ṽ1(−z), . . . , ṽθ(−z))Υ(z)Ω±, z ∈ C± ∩Hθ, (5.25)

where Υ(z) and Ω± are defined in (3.65) and (3.68), respectively. Inserting the above formula
into (5.20), we obtain from (4.31), (4.32) and (4.86) that

Q̃j(z) = Ũj−1(zθ) =
θ∑
i=0

Ṽ
(0)
i (zθ)P̃

(0)
i,j−1(zθ) =

θ∑
i=0

ṽi(−zθ)P̃(0)
i,j−1(zθ)

= (2π)
θ
2 c

(α+1/2)θ
1+θ (ρn)

1
2
−α
θ
eng̃+(0)

P̃
(∞)
j (z)

θ∑
i=0

ṽi(−zθ)
(ρn)

Ψ̃
(Mei)
i,j−1((ρn)θ+1zθ)

×
{

(ρn)
α(θ+1)

θ e−ng̃(z), j = 1,

en(g(z)−V (z)−`), j = 2,

(5.26)

where P̃(0)(z) = P̃
(0)
ik (z))θi,k=0, c and ρ are given in (4.80), (2.1) and (1.15), respectively.

We now assume that z ∈ K ∩ Hθ and (ρn)−1−1/θz ∈ W1 \ Σ ⊂ D(0, rn) ∩ Hθ, where K
is a compact subset of Hθ, W1 and Σ are defined in (3.139) and (3.7), respectively. Since
|(ρn)−1−θzθ| < εθ+1n−2θ(θ+1)/(2θ+1) for n large enough, it is then readily seen from (5.19) and
(5.26) that for j = 1, 2,

Z̃j

(
z

(ρn)1+1/θ

)
= (2π)

θ
2 c

(α+1/2)θ
(θ+1) (ρn)

1
2

+αeng̃+(0)

×
θ∑
i=0

(ρn)−iṽi

(
− zθ

(ρn)θ+1

)
Ψ̃

(Mei)
i,j−1(zθ)×

{
1, j = 1,

z−α, j = 2.
(5.27)

The asymptotic formula (1.17) for qn(zθ) then follows from (5.18), (5.27), (4.41), (4.42) and
direct calculations with the error bound O(n−1/(2θ+1)) uniformly valid for all such z. To that
end, one needs the estimates

ṽ0(s) = 1 +O(n−
1

2θ+1 ), ṽk(s) = O(n
2kθ−1
2θ+1 ), k = 1, . . . , θ, (5.28)

for |s| < εn−2θ/(2θ+1), and the facts that <g̃−(0) = <g̃+(0) and =g̃±(0) = ±πi. We leave the
details to the interested readers, and also remark that the asymptotics can be extended to Σ
and the boundary of Hθ.
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An auxiliary lemma for Theorem 1.3 Although the proof of Theorem 1.3 is given in
Section 5.2 below, we prove the following lemma for the use therein, since it is closely related
to the asymptotic formulas (1.16) and (1.17) proved above.

Lemma 5.1. As n→∞, we have,

1

κn

e−nV (x/(ρn)1+1/θ)

(ρn)α(1+1/θ)+1/θ
pn

(
x

(ρn)1+1/θ

)
qn

(
yθ

(ρn)1+θ

)
= θc−

θ
θ+1k(α,θ)(x, y) +O(n−

1
2θ+1 ), (5.29)

uniformly for x, y in compact subsets of [0,∞), where the constants κn, ρ, c are given in (1.13),
(1.15), (2.1), and

k(α,θ)(x, y) = xθ−α−1Gθ,00,θ+1

( −
α−θ+1

θ , α−θ+2
θ , . . . , α−1

θ , αθ , 0

∣∣∣∣xθ)
×G1,0

0,θ+1

( −
0,−α

θ ,
1−α
θ , . . . , θ−1−α

θ

∣∣∣∣ yθ) . (5.30)

Proof. In view of (1.16), (1.17), (5.13) and (2.13), it suffices to show

κn = 2πθ−1/2cα+1en`(1 +O(n−
1

2θ+1 )), (5.31)

where ` is the constant given in (1.6).
By (2.23), we note that

Y2(z) =
i

2π
κnz

−(n+1)θ +O(z−(n+2)θ), z → +∞. (5.32)

On the other hand, we see from (3.1), (3.6), (3.29) and (3.142) that for z ∈ Hθ \ [0,∞) large
enough,

Y2(z) = R2(z)P
(∞)
2 (z)en(`−g̃(z)), (5.33)

where the functions R2(z), P
(∞)
2 (z) and g̃(z) are given in (3.142), (3.20) and (1.11), respectively.

As z →∞, it is readily seen from (2.9), (2.1),(3.18), (3.20) and (3.22) that

lim
z→∞

eng̃(z)

znθ
= 1, lim

z→∞
zθP

(∞)
2 (z) = lim

s→0
(Jc(s))

θP(s) =
cα+1i√

θ
, (5.34)

and from (3.146), (2.1), (3.22) and Lemma 3.22 that

lim
z→∞

R2(z) = lim
z→∞

R(I2(z)) = lim
s→0
R(s) = 1 +O(n−

1
2θ+1 ), n→∞. (5.35)

Inserting (5.34) and (5.35) into (5.33), we then obtain (5.31) from (5.32) and conclude the
proof.

5.2 Proof of Theorem 1.3

Throughout this subsection, we will use the notations c(V ), ρ(V ), κ
(V )
n,j , p

(V )
n,j and q

(V )
n,j to emphasize

their dependence on the external field V and the relevant parameters, since we need to consider
different V at certain stage of the proof.

Recall the correlation kernel Kn defined in (1.19), it is easily seen that

Kn(x, y) = xα
n∑
j=0

k
(V )
n,j (x, y), k

(V )
n,j (x, y) :=

e−nV (x)

κ
(V )
n,j

p
(V )
n,j (x)q

(V )
n,j (yθ), (5.36)
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where κ
(V )
n,j is given (1.13). To proceed, we assume that, without loss of generality,

V (x) = xr +O(xr+1), x→ 0,

for some positive integer r, due to the analyticity of V and the assumption (1.21). Then we
define a family of functions Vτ indexed by a continuous parameter τ ∈ [0, 1] as follows:

Vτ (x) :=

{
τ−1V (τ1/rx), τ ∈ (0, 1],

xr, τ = 0.
(5.37)

Clearly, Vτ (x) is continuous in both x and τ , and our assumption on the external field V implies
that Theorem 1.1 still holds with V replaced by Vτ . Moreover, we have the following technical
lemma:

Lemma 5.2. Suppose V satisfies (1.4) and (1.21). With Vτ defined in (5.37), we have, for any
M, ε > 0, there exists a positive integer NM,ε such that if n > NM,ε, then∣∣∣n−α(1+ 1

θ
)− 1

θ k(Vτ )
n,n

( x

n1+1/θ
,

y

n1+1/θ

)
− θ(c(Vτ ))−

θ
θ+1 (ρ(Vτ ))α(1+ 1

θ
)+ 1

θ k(α,θ)((ρ(Vτ ))1+ 1
θ x, (ρ(Vτ ))1+ 1

θ y)
∣∣∣ < ε, (5.38)

uniformly for all τ ∈ [0, 1] and x, y ∈ [0,M ], where k
(Vτ )
n,n (x, y) and k(α,θ)(x, y) are defined in

(5.36) and (5.30), respectively.

Lemma 5.2 is a straightforward generalization of Lemma 5.1 which deals with the special
case τ = 1. Note that if V satisfies (1.4) and (1.21), then for all τ ∈ [0, 1], Vτ also satisfy (1.4)
and (1.21), so they are also one-cut regular, due to the discussion below (1.21). For a proof of
Lemma 5.2, one needs to show an extra result that the estimate holds uniformly for all τ ∈ [0, 1],
which can be done by using the continuity of Vτ with respect to τ and we omit the details here.

The strategy of proof now is to split the summation in the correlation kernel Kn into two
parts, and estimate each part separately. To this end, we see from the uniqueness of biorthogonal
polynomials satisfying (1.13) that for j = 1, . . . , n,

p
(V )
n,j (x) =

(
j

n

) j
r

p
(Vj/n)

j,j ((n/j)
1
r x), q

(V )
n,j (yθ) =

(
j

n

) jθ
r

q
(Vj/n)

j,j ((n/j)
θ
r yθ), (5.39)

and

k
(V )
n,j (x, y) =

(
n

j

)α+1
r

k
(Vj/n)

j,j ((n/j)
1
r x, (n/j)

1
r y). (5.40)

Thus, we have, for any fixed positive integer N and n > N ,

n−(α+1)(1+ 1
θ

)+1
n∑

j=N+1

k
(V )
n,j

( x

n1+1/θ
,

y

n1+1/θ

)
=

n∑
j=N+1

(
j

n

)(α+1)( 1
θ
− 1
r

)+α

j−α(1+ 1
θ

)− 1
θ k

(Vj/n)

j,j

((
j

n

)1+ 1
θ
− 1
r x

j1+1/θ
,

(
j

n

)1+ 1
θ
− 1
r y

j1+1/θ

)
. (5.41)
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Given M, ε > 0, if we further take N > NM,ε in the above formula with NM,ε given in Lemma
5.2, it then follows that∣∣∣∣∣∣ 1

n(α+1)(1+1/θ)

n∑
j=N+1

k
(V )
n,j

( x

n1+1/θ
,

y

n1+1/θ

)
− 1

n

n∑
j=N+1

f

(
j

n

)∣∣∣∣∣∣
≤ ε

n

n∑
j=N+1

(
j

n

)(α+1)( 1
θ
− 1
r

)+α

< ε′, (5.42)

for x, y ∈ [0,M ], where

f(t) = t(α+1)( 1
θ
− 1
r

)+αθ(c(Vt))−
θ
θ+1 (ρ(Vt))α(1+ 1

θ
)+ 1

θ

× k(α,θ)
(
t1+ 1

θ
− 1
r (ρ(Vt))1+ 1

θ x, t1+ 1
θ
− 1
r (ρ(Vt))1+ 1

θ y
)

(5.43)

and ε′ = ε/[(α + 1)(1 + 1
θ − 1

r )]. Since k(α,θ)(x, y) is a continuous function in x, y ∈ [0,∞),

and c(Vt) and ρ(Vt) are continuous functions in t with values in a compact subset of (0,∞) as

t ∈ [0, 1], we have that f(t) is continuous for t ∈ (0, 1] with f(t) = O(t(α+1)( 1
θ
− 1
r

)+α) as t→ 0+.
Thus, we observe that the summation involving f(j/n) in (5.42) is a Riemann sum of a definite
integral as n→∞, that is,

lim
n→∞

1

n

n∑
j=N+1

f

(
j

n

)
=

∫ 1

0
f(t)dt. (5.44)

Also, it is not hard to see that for a fixed N , uniformly for x, y ∈ [0,M ],

lim
n→∞

1

n(α+1)(1+ 1
θ

)

N∑
k=0

k
(V )
n,k

( x

n1+1/θ
,

y

n1+1/θ

)
= lim

n→∞

1

n(α+1)(1+ 1
θ

)

N∑
k=0

k
(V0)
n,k

( x

n1+1/θ
,

y

n1+1/θ

)
= 0, (5.45)

where the second identity requires a scaling argument. As a consequence, a combination of
(5.36), (1.20), and the estimates (5.42), (5.44) and (5.45) implies that we only need to show the
equality ∫ 1

0
f(t)dt = θ2

∫ (ρ(V ))1+1/θ

0
uαk(α,θ)(ux, uy)du, (5.46)

to conclude Theorem 1.3, which will be the task for the rest of the proof.
To show the integral identity (5.46), by the change of variable

u = t1+ 1
θ
− 1
r (ρ(Vt))1+ 1

θ , (5.47)

it suffices to show that
θdu = t

1
θ
− 1
r (c(Vt))−

θ
θ+1 (ρ(Vt))

1
θ dt. (5.48)

To this end, we introduce an intermediate variable ĉ = c(V/t). Note that by (2.3), ĉ = t1/rc(Vt)

depends on t ∈ (0, 1] analytically. Thus, we can view t and u as functions of ĉ locally, and the
identity (5.48) is reduced to

θ
du

dĉ
= t

1
θ
− 1
r (c(Vt))−

θ
θ+1 (ρ(Vt))

1
θ
dt

dĉ
. (5.49)
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We next evaluate the functions dt/dĉ and du/dĉ in (5.49) explicitly one by one. For dt/dĉ, it
follows from (2.3) that

1

2πi

∮
γ

Û(Jĉ(s))

s
ds = (1 + θ)t, Û(z) = zV ′(z), (5.50)

where γ is the counterclockwise oriented closed contour consisting of the union of γ1 and γ2 in
Figure 1. Hence,

dt

dĉ
=

1

θ + 1

1

2πi

∮
γ
Û ′(Jĉ(s))

(
s+ 1

s

)1+ 1
θ

ds. (5.51)

To evaluate du/dĉ, we note that∫ b(Vt)

0
(V ′′t (y)y + V ′t (y))=

(
−1

1 + I
(Vt)
+ (y)

)
dy

=
1

2i

∮
γ

V ′′t (Jc(Vt)(s))Jc(Vt)(s) + V ′t (Jc(Vt)(s))

1 + s
dJc(Vt)(s)

=
1

2i

∮
γ

V̂ ′′t (Jĉ(s))Jĉ(s) + V̂ ′t (Jĉ(s))

1 + s
dJĉ(s) =

1

2ti

∮
γ

V ′′(Jĉ(s))Jĉ(s) + V ′(Jĉ(s))

1 + s
dJĉ(s), (5.52)

where V̂t(x) = V (x)/t and we have made use of the fact that ĉ = t1/rc(Vt) in the second equality.
It then follows from (5.47), (1.15), (2.5) and (5.52) that

u = θ−1− 1
θ ĉ−1

(
1

2πi

∮
γ

Û ′(Jĉ(s))

1 + s
dJĉ(s)

)1+ 1
θ

, (5.53)

where Û(z) is defined in (5.50). By taking derivatives on both sides of (5.53), we obtain

du

dĉ
= θ−1− 1

θ ĉ−2

(
1

2πi

∮
γ

Û ′(Jĉ(s))

1 + s
dJĉ(s)

) 1
θ

×
(

1

θ

1

2πi

∮
γ

Û ′(Jĉ(s))

1 + s
dJĉ(s) +

θ + 1

θ

1

2πi

∮
γ

Û ′′(Jĉ(s))Jĉ(s)

1 + s
dJĉ(s)

)
. (5.54)

Finally, substituting (5.51), (5.53) and (5.54) into (5.49), we find that the identity (5.49)
reduces to

ĉ

θ + 1

∮
γ
Û ′(Jĉ(s))

(
s+ 1

s

)1+ 1
θ

ds =
1

θ

∮
γ

Û ′(Jĉ(s))

1 + s
dJĉ(s) +

θ + 1

θ

∮
γ

Û ′′(Jĉ(s))Jĉ(s)

1 + s
dJĉ(s).

(5.55)
Since the left-hand side of (5.55) is equal to

ĉ

∮
γ
Û ′(Jĉ(s))

(
s+ 1

s

) 1
θ

ds− θ

θ + 1

∮
γ
Û ′(Jĉ(s))dJĉ(s) = ĉ

∮
γ
Û ′(Jĉ(s))

(
s+ 1

s

) 1
θ

ds, (5.56)

we only need to show that

θĉ

∮
γ
Û ′(Jĉ(s))

(
s+ 1

s

) 1
θ

ds−
∮
γ

Û ′(Jĉ(s))

1 + s
dJĉ(s)−(θ+1)

∮
γ

Û ′′(Jĉ(s))Jĉ(s)

1 + s
dJĉ(s) = 0. (5.57)
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As one can check that the left-hand side of the formula above can be written as

1

2πi

∮
γ

d

ds

(
θÛ(Jĉ(s))− (θ + 1)ĉÛ ′(Jĉ(s))

(
s+ 1

s

) 1
θ

)
ds, (5.58)

the equality (5.57) holds automatically.

A The Meijer G-functions

By definition, the Meijer G-function is given by the following contour integral in the complex
plane:

Gm,np,q

(
a1, . . . , ap
b1, . . . , bq

∣∣∣∣ z) =
1

2πi

∫
L

∏m
j=1 Γ(bj + u)

∏n
j=1 Γ(1− aj − u)∏q

j=m+1 Γ(1− bj − u)
∏p
j=n+1 Γ(aj + u)

z−udu, (A.1)

where Γ denotes the usual gamma function and the branch cut of z−u is taken along the negative
real axis. It is also assumed that

• 0 ≤ m ≤ q and 0 ≤ n ≤ p, where m,n, p and q are integer numbers;

• The real or complex parameters a1, . . . , ap, and b1, . . . , bq, satisfy the conditions

ak − bj 6= 1, 2, 3, . . . , for k = 1, 2, . . . , n and j = 1, 2, . . . ,m,

i.e., none of the poles of Γ(bj+u), j = 1, 2, . . . ,m coincides with any poles of Γ(1−ak−u),
k = 1, 2, . . . , n.

The contour L is chosen in such a way that all the poles of Γ(bj + u), j = 1, . . . ,m are on the
left of the path, while all the poles of Γ(1 − ak − u), k = 1, . . . , n are on the right, which is
usually taken to go from −i∞ to i∞. Most of the known special functions can be viewed as
special cases of the Meijer G-functions. For more details, we refer to the references [6, 46, 50].

B The Airy parametrix

Let y0, y1 and y2 be the functions defined by

y0(ζ) =
√

2πe−
πi
4 Ai(ζ), y1(ζ) =

√
2πe−

πi
4 ωAi(ωζ), y2(ζ) =

√
2πe−

πi
4 ω2Ai(ω2ζ), (B.1)

where Ai is the usual Airy function (cf. [50, Chapter 9]) and ω = e2πi/3. We then define a 2× 2
matrix-valued function Ψ(Ai) by

Ψ(Ai)(ζ) =



(
y0(ζ) −y2(ζ)
y′0(ζ) −y′2(ζ)

)
, arg ζ ∈ (0, 2π

3 ),(
−y1(ζ) −y2(ζ)
−y′1(ζ) −y′2(ζ)

)
, arg ζ ∈ (2π

3 , π),(
−y2(ζ) y1(ζ)
−y′2(ζ) y′1(ζ)

)
, arg ζ ∈ (−π,−2π

3 ),(
y0(ζ) y1(ζ)
y′0(ζ) y′1(ζ)

)
, arg ζ ∈ (−2π

3 , 0).

(B.2)

It is well-known that det(Ψ(Ai)(z)) = 1 and Ψ(Ai)(ζ) is the unique solution of the following RH
problem; cf. [26].
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Figure 9: The jump contour ΓAi for the RH problem B.1 for Ψ(Ai).

RH problem B.1.

(1) Ψ(Ai)(ζ) is analytic in C \ ΓAi, where the contour ΓAi is defined in (3.36) with the orien-
tation shown in Figure 9.

(2) For z ∈ ΓAi, we have

Ψ
(Ai)
+ (ζ) = Ψ

(Ai)
− (ζ)



(
1 1

0 1

)
, arg ζ = 0,(

1 0

1 1

)
, arg ζ = ±2π

3 ,(
0 1

−1 0

)
, arg ζ = π.

(B.3)

(3) As ζ →∞, we have

Ψ(Ai)(ζ) =
1√
2
ζ−

1
4
σ3

(
1 1
−1 1

)
e−

πi
4
σ3(I +O(ζ−

3
2 ))e−

2
3
ζ
3
2 σ3 . (B.4)

(4) As ζ → 0, we have Ψ(Ai)(ζ) = O(1) and Ψ(Ai)(ζ)−1 = O(1), which is understood in an
entry-wise manner.
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